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Microorganisms make homes of our bodies, our food and water, and the world

among us. Recent decades have seen the development of marker gene and metagenome

sequencing—methods that attempt to read the DNA of the microorganisms within a

sample—as tools to study the precise “microbial ecology” of these environments.

The widespread adoption of these methods and accompanying deluge of sequencing

data have led to a need for reliable, user-friendly software that can automate and simplify

common analyses of these data. To this end Chapter 1.1 presents Qurro, a tool for

visualizing feature rankings and log-ratios in the context of differential abundance analyses;

and Chapter 1.2 presents EMPress, a tool for visualizing phylogenetic trees and associated
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information. These methods lower the barriers to performing exploratory analyses of

microbiome sequencing data, and are applicable to data produced by other high-throughput

assays such as untargeted mass spectrometry.

The rise of microbiome sequencing has been soured by the reproducibility crisis.

For example, the literature is awash with dramatic, irreproducible claims that the human

gut microbiome is connected to sundry health conditions. These troubles are attributable

in part to the limited resolution available from current sequencing methods: although

small genotypic differences between two strains can be indicative of important phenotypic

differences, current studies often fail to profile genomes to even the species level.

Determining the full genomes of the microorganisms in a sample typically requires at

minimum assembling the reads produced by metagenome sequencing. Chapter 2 describes

metaLJA, a metagenome assembler that uses iterative downsampling and de Bruijn graph

simplification steps to attempt to reconstruct genomes from long and accurate reads.

The remainder of this dissertation describes methods for the high-resolution analysis

of metagenome assemblies like those produced by metaLJA. Chapter 3 presents the

strainFlye pipeline for the identification and analysis of rare mutations in metagenome

assemblies of long and accurate reads, and shows that a wealth of diversity can remain

hidden within even a single metagenome-assembled genome. Finally, Chapter 4 presents

wotplot, a library for the efficient creation and visualization of exact dot plot matrices.
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Chapter 1

Visualization methods for general
’omic data

The outputs of many high-throughput “’omic” assays—including marker gene

and metagenome sequencing, RNA-seq, and untargeted mass spectrometry—are often

transformed into a feature table: a matrix where one axis corresponds to samples, the

other axis corresponds to features, and each entry indicates the observed abundance of a

given feature in a given sample [120]. Though the meanings of “feature” and “abundance”

are dependent upon the assay and the ways in which its raw data were transformed into

a feature table, these tables usually share certain statistical properties and can thus be

analyzed in similar ways [49].

There is now widespread agreement, for example, that feature tables produced from

current marker gene and metagenome sequencing projects are compositional: that is, the

sum of all feature abundances for a given sample is in general an arbitrary uninformative

quantity imposed by the sequencing machine [49, 60]. Ignoring this property and analyzing

these data as if they were absolute abundances can lead to incorrect conclusions [60, 132].

Given a feature table and further information about this table’s samples (in a

microbiome sequencing study, for example, some samples might be labelled as being

obtained from “healthy” or “sick” patients), we are often interested in performing a

differential abundance (also known as differential expression) analysis: that is, asking
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the question of which features are associated with which types of samples [60, 109]. To

aid researchers in answering this question while respecting the compositional nature of

microbiome sequencing data Chapter 1.1 presents Qurro, a visualization tool created to

simplify differential abundance analyses by relating feature rankings to feature log-ratios

(as proposed in [132] and [118]).

The features in a feature table can often be related to each other in a tree—for

example, a phylogenetic tree describing the estimated evolutionary history of a group of

sequences [110, 128, 84], or a hierarchy of molecules [194]. To help researchers analyze

these structures Chapter 1.2 presents EMPress, a tree visualization tool that facilitates

the visual integration of these structures with additional sample and feature information.

EMPress contains novel functionality, such as integration with ordination plots using the

EMPeror tool [200], and uses some optimizations in order to scale to the visualization

of relatively large trees while running in a web browser. EMPress’ barplot functionality

also makes it easily applicable to the visualization of differential abundance information

alongside a tree, as shown for example in Figure 1.4C and in [117].

Qurro and EMPress are both available as plugins through the QIIME 2 framework

[18] or as standalone Python packages. By expediting certain analyses of ’omic data, these

tools have helped advance the pace of bioinformatics research.

1.1 Visualizing ’omic feature rankings and log-

ratios using Qurro

1.1.1 Abstract

Many tools for dealing with compositional “’omics” data produce feature-wise values

that can be ranked in order to describe features’ associations with some sort of variation.

These values include differentials (which describe features’ associations with specified

covariates) and feature loadings (which describe features’ associations with variation along
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a given axis in a biplot). Although prior work has discussed the use of these “rankings” as

a starting point for exploring the log-ratios of particularly high- or low-ranked features,

such exploratory analyses have previously been done using custom code to visualize feature

rankings and the log-ratios of interest. This approach is laborious, prone to errors and

raises questions about reproducibility. To address these problems we introduce Qurro, a

tool that interactively visualizes a plot of feature rankings (a “rank plot”) alongside a plot

of selected features’ log-ratios within samples (a “sample plot”). Qurro’s interface includes

various controls that allow users to select features from along the rank plot to compute a

log-ratio; this action updates both the rank plot (through highlighting selected features)

and the sample plot (through displaying the current log-ratios of samples). Here, we

demonstrate how this unique interface helps users explore feature rankings and log-ratios

simply and effectively.

1.1.2 Introduction

High-throughput sequencing and metabolomics data detailing the organisms, genes

or molecules identified within a microbial sample are inherently compositional [60, 132]:

that is, absolute abundances are often inaccessible and only relative information can

be obtained from the data. These data must be interpreted accordingly. Performing

a differential abundance analysis in a dataset generally requires selecting a “reference

frame” (denominator) for log-ratio analysis, then relating the resulting log-ratios to sample

metadata [60, 132]. Critically, how to best select such a “reference frame” is an open

question. The implicit use of different references across different studies can be a cause of

irreproducible findings [132].

Various tools for differential abundance analyses including but not limited to

ALDEx2 [49] and Songbird [132] can produce differentials, which describe the (estimated)

log-fold change in relative abundance for features in a dataset with respect to certain

covariate(s) [132]. Similarly, tools like DEICODE [118] can produce feature loadings that
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characterize features’ impacts in a compositional biplot [2]. Differentials and feature load-

ings alike can be sorted numerically and used as feature rankings, and this representation

provides relative information about features’ associations with some sort of variation in a

dataset [132, 118]. The natural next step is to use these rankings as a guide for log-ratio

analyses (e.g. by examining the log-ratios of high- to low-ranked features). However,

modern studies commonly describe hundreds or thousands of observed features: manually

exploring feature rankings, whether as a tabular representation or as visualized using

one-off scripts, is inconvenient.

Here we present Qurro (pronounced “churro”), a visualization tool that supports

the analysis of feature log-ratios in the context of feature rankings and sample metadata.

Qurro uses a two-plot interface: a “rank plot” shows how features are differentially ranked

for a selected differential or feature loading (as shown in Figures 1.1A and 1.2A), and a

“sample plot” shows log-ratios of the selected features across samples relative to selected

sample metadata field(s) (as shown in Figures 1.1B and C, 1.2B and C). These plots are

linked [11]: selecting features for a log-ratio highlights these features in the rank plot and

updates the y-axis values of samples (corresponding to the value of the currently selected

log-ratio for each sample) in the sample plot. This interface is intended to make it easy for

researchers to explore log-ratios in a dataset, using feature rankings as a starting point.

Due to its unique display, and the availability of multiple controls for feature

selection and plot customization, Qurro simplifies compositional data analyses of ’omic

data.

1.1.3 Implementation

Qurro’s source code is released under the BSD 3-clause license and is available at

https://github.com/biocore/qurro.

Qurro’s codebase includes a Python 3 program that generates a visualization and

the HTML/JavaScript/CSS code that manages this visualization. Qurro can be used as a
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standalone program or as a QIIME 2 plugin [18].

Both plots in a Qurro visualization are embedded as Vega-Lite JSON specifications

[167], which are generated by Altair [197] in Qurro’s Python code. An advantage of

Qurro’s use of the Vega infrastructure is that both plots in a Qurro visualization can be

customized to the user’s liking in the Vega-Lite or Vega grammars. As an example of this

customizability, the Vega-Lite specifications defining Figures 1.1A–C and 1.2A–C of this

paper were edited programmatically in order to increase font sizes, change the number of

ticks shown, etc. (Our Python script that makes these modifications is available online;

please see section 1.1.6, “Data availability”.)

Code dependencies

In addition to Altair, Qurro’s Python code directly relies on the BIOM format [120],

Click (https://palletsprojects.com/p/click), NumPy [196], pandas [211] and scikit-bio

(http://scikit-bio.org) libraries. Qurro’s web code relies on Vega [168], Vega-Lite [167],

Vega-Embed (https://github.com/vega/vega-embed), RequireJS (https://requirejs.org),

jQuery (https://jquery.com), DataTables (https://datatables.net), Bootstrap (https:

//getbootstrap.com), Bootstrap Icons (https://icons.getbootstrap.com), and Popper.js

(https://popper.js.org).

1.1.4 Case study: the gills of Scomber japonicus

To demonstrate the utility of Qurro on a dataset with clear “signals,” we applied it

to an extant dataset of V4-region 16S rRNA sequencing data from Pacific chub mackerel

(Scomber japonicus) and environmental samples [126]. This dataset, currently described

in a preprint, includes samples taken from five S. japonicus body sites (digesta, GI, gill,

pyloric caeca and skin) from 229 fish captured across 38 time points in 2017, along with

many seawater, marine sediment, positive/negative control and non-S. japonicus fish

samples. A Jupyter Notebook [95] showing how we processed this dataset computationally
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is available online; see section 1.1.6, “Data availability”.

Sample processing and analysis

When these samples were initially sequenced, the KatharoSeq protocol [127] was

followed. This led us to exclude samples with less than 1370 total counts from our analysis

of this dataset.

Sequencing data (already processed using QIIME 1.9.1 [22] and Deblur [3] on

Qiita [61]) were further processed and analyzed using QIIME 2 [18]. Our use of Deblur

outputs as the starting point in our analysis means that “features” in our analysis of

this dataset correspond to “sub-operational-taxonomic-units” (sOTUs), although Qurro is

interoperable with compositional datasets including arbitrary types of “features.”

These sOTUs were assigned taxonomic classifications using q2-feature-classifier [17].

Specifically, we extracted sequences from the SILVA 132 99% database [154] using the

same forward [144] and reverse [6] primer sequences as were used for sample processing,

trained a Näıve Bayes classifier on these extracted sequences, and then used this classifier

(through q2-feature-classifier’s classify-sklearn method [147]) to classify sOTUs in our

dataset based on their sequences.

Due to upstream filtering steps taken in our analysis (a combination of filtering

out non-S. japonicus and non-seawater samples, applying the aforementioned KatharoSeq

sample exclusion criterion, Songbird’s default --min-feature-count of each feature

needing to be present in at least 10 samples, and Qurro’s behavior of filtering out empty

samples and features), 639 samples and 985 features were included in the Qurro visualization

produced for this case study.

Computing “body site” differentials

One basic question about this dataset we investigated using Qurro was of which

features were associated with which S. japonicus body sites. To produce feature rankings
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accordingly, we used Songbird [132] to compute differentials detailing features’ associations

with samples from each of the five studied body sites, using the seawater samples in the

dataset as a reference category for Songbird’s internal construction of a design matrix

representing the sample categories being analyzed (Appendix A.1.1, “Computing feature

differentials using Songbird”).

In general, highly ranked features for a differential—the (estimated) log-fold change

in relative abundance for a feature with respect to some covariate(s)—are positively

associated with samples from these covariate(s), while lowly ranked features are negatively

associated with these covariate(s). These differentials can therefore be thought of as a

starting point for investigating differentially abundant features for particular fish body

sites in this dataset.

Using Qurro to analyze differentials and log-ratios

Qurro simplifies the process of analyzing features’ log-ratios in the context of

these differentials. The “rank plot” of a Qurro visualization is a bar plot where each bar

corresponds to a single differentially ranked feature. The y-axis values of each feature’s bar

are either the estimated logfold change values for that feature if the feature rankings are

differentials (as is the case in our analysis here, and therefore in Figures 1.1A and 1.2A), or

the loadings of each feature along a selected biplot axis if the feature rankings are feature

loadings in a biplot. In either case, features are sorted in ascending order by these values

along the rank plot’s x-axis. The exact differential or feature loading used is configurable,

so Qurro users can quickly toggle between these; for the case study Qurro visualization,

this means that users can—for example—quickly switch between differentials computed

based on association with skin samples to differentials computed based on association with

gill samples.
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Figure 1.1. Various outputs from the case study showing the log-ratio of classified
Shewanella features to classified Synechococcales features. (a) “Rank plot” showing
differentials computed based on association with gill samples, using seawater samples
as a reference category in the regression. The term “Log-Ratio Classification” only
refers to the currently selected log-ratio in the Qurro visualization: in this case, this is
the log-ratio of classified Shewanella features to classified Synechococcales features. To
show the rankings of these “selected” features relative to the remaining features in the
dataset, these features are colored in the rank plot: Shewanella features are colored in red,
and Synechococcales features are colored in blue. The remaining features, colored gray,
have a “Log-Ratio Classification” of None because they are not involved in the selected
Shewanella-to-Synechococcales log-ratio. (b) “Sample plot” in boxplot mode, showing
samples’ Shewanella-to-Synechococcales log-ratios by sample body site. Note that only 285
samples are represented in this plot; other samples were either filtered out upstream in
the analysis or contained zeroes on at least one side of their log-ratio. (c) “Sample plot,”
showing a scatterplot of samples’ selected log-ratios versus estimated fish age. Individual
samples are colored by body site. As in panel B, only 285 samples are present. (d)
Ordinary-least-squares linear regression (R2 ≈ 0.1008) between estimated fish age and the
selected log-ratio for just the 143 gill samples shown in B and C, computed outside of
Qurro using scikit-learn [147] and pandas [211] and plotted using matplotlib [78].
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Highlighting features on the rank plot.

The initial study of this dataset [126] agreed with prior work [152] on the frequency

of Shewanella spp. in the fish gill microbiome. Qurro supports searching for features using

arbitrary feature metadata (e.g. taxonomic annotations), and using this functionality to

highlight Shewanella spp. on the rank plot of gill differentials (Appendix A.1.2, “Qurro

log-ratio-selection controls used”) corroborates these findings: as Figure 1.1A shows, the

majority of identified Shewanella spp. are highly ranked for the gill differentials relative

to the other features in this dataset.

Particularly high- or low-ranked features like Shewanella spp. can merit further

examination via a log-ratio analysis [132]; in particular, one question we might be interested

in asking at this point is if Shewanella spp. are similarly abundant across other fish body

sites. The remainder of this case study discusses a simple exploratory investigation in

pursuit of an answer to this question, as well as to a few other questions that came up

along the way.

Choosing a suitable “reference frame”.

The compositional nature of marker gene sequencing data means that we cannot

simply compare the abundances of Shewanella across samples in this dataset alone; however,

we can instead compare the log-ratio of Shewanella and other features in this dataset

across samples [132].

For demonstrative purposes, we chose the taxonomic order Synechococcales as the

denominator (“reference frame”) for the first log-ratio shown here. Features in this dataset

belonging to this order included sOTUs classified in the genera Cyanobium, Prochlorococcus

and Synechococcus. These are common genera of planktonic picocyanobacteria found

ubiquitously in marine surface waters [169]. The expected stability of this group of features

across samples in this dataset supports its use as a denominator here [132]. Furthermore,

as shown in Qurro’s rank plot in Figure 1.1A, many Synechococcales features are relatively
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lowly ranked for the gill differentials; this gives additional reason to expect a comparative

difference among gill samples for the Shewanella-to-Synechococcales log-ratio.

Qurro’s computation of log-ratios.

Currently, Qurro computes log-ratios between between arbitrary groups of N

selected numerator features and D selected denominator features by, for each sample

S, computing the log-ratio of the sums of the raw abundances of the numerator and

denominator features:

LogRatio
(
S,N,D

)
= ln

(∑
n∈N

Sn

)
− ln

(∑
d∈D

Sd

)

Computing log-ratios by summing feature abundances in this way, as opposed to

taking the geometric mean of these abundances (e.g. as described in [162]) has benefits

and downsides alike, as discussed in a recent preprint [157]. One benefit is that this

approach is relatively robust to highly sparse datasets like those commonly encountered in

microbiome studies, since the presence of a zero-abundance feature in a group on one side

of a sample’s log-ratio does not necessarily force this sample to have an invalid log-ratio.

There are likely better alternatives to amalgamating feature abundances in this way, but

this approach is useful for exploratory analysis nonetheless (and it is modifiable in Qurro’s

source code, should another method of amalgamation be desired in the future).

Relating log-ratios to sample metadata.

Upon selecting a numerator and a denominator for a log-ratio (in this case, by

searching through taxonomic annotations), Qurro updates the sample plot so that all

samples’ y-axis (“Current Natural Log-Ratio”) values are equal to the value of the selected

log-ratio for that sample. The x-axis field, color field, and scale types of these fields—along

with other options—can be adjusted by the user interactively to examine the selected

log-ratio from new perspectives.
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Once the log-ratio of Shewanella-to-Synechococcales was selected, Figure 1.1B was

produced by setting the sample plot x-axis to the categorical sample_type_body_site

field and checking the “Use boxplots for categorical data?” checkbox. The resulting boxplot

shows that the Shewanella-to-Synechococcales log-ratio is relatively high in gill samples,

compared with other body sites’ samples (Figure 1.1B). This observation corroborates

the initial study of this dataset on the frequency of Shewanella particular to the fish gill

microbiome [126].

Qurro can visualize quantitative sample metadata, as well. Using this functionality,

we can add additional perspectives to our previously-reached observation. Age has been

discussed as a factor impacting the microbiota of fish gills in this and other datasets

[126, 152], and we use it here as an illustrative example of visualizing a quantitative

metadata field alongside a log-ratio. By setting the x-axis field to the age_2 metadata field

(estimated fish age), changing the x-axis field scale type to “Quantitative,” and setting

the color field to sample_type_body_site, we get Figure 1.1C—a scatterplot showing the

selected log-ratio viewed across samples by the estimated age of their host fish.

One trend that stood out to us in this scatterplot, and one of the reasons we

chose age for this example, is that this plot contains an apparent negative correlation

between the selected log-ratio and estimated fish age for gill samples. To support further

investigation of patterns like this, Qurro can export the data backing the sample plot to a

standard tab-separated file format—this file can then be loaded and analyzed in essentially

any modern statistics software or programming language. This functionality was used to

generate Figure 1.1D, in which we quantify and visualize this correlation for gill samples

using ordinary-least-squares linear regression (R2 ≈ 0.1008). Although obviously not

evidence of a causal relationship, this result opens the door for further investigation of

this trend. One of many possible explanations for this observed trend is that the gills of

younger fish are differentially colonized by Shewanella spp. and/or by Synechococcales;

this may, in turn, be reflective of factors like vertical habitat use, immune development, or
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food choice.

Interrogating the “multiverse” of reference frames.

Prior literature has shown the impact that choices in data processing can have on

a study’s results, and on the corresponding “multiverse” of datasets generated during this

process [182]. We submit that the choice of reference frame (denominator) in log-ratio

analyses introduces a similar “multiverse”: for a set of n features, there are O(2n) possible

subsets [132], so manually checking all possible reference frames for a given numerator is

an intractable effort for the vast majority of datasets (although various heuristic methods

have been proposed to address this sort of problem, e.g. [162]). In spite of this, the

interactive nature of Qurro simplifies the task of validating results across reference frames.

Revisiting our analysis of Shewanella spp. in the gills of S. japonicus, there are

multiple reasonable choices for reference frames. We chose Synechococcales mostly due to

its expected ubiquity and stability across the marine samples in this dataset, but many

other plausible choices exist.

In Figure 1.2, we repeat the exact same analysis as in Figure 1.1: but instead of

using Synechococcales as the denominator of our log-ratio, we instead select the bottom

∼ 10% (98/985) of features as ranked by gill differentials as the denominator (Figure 1.2A;

Appendix A.1.2, “Qurro log-ratio-selection controls used”). Refreshingly, this log-ratio

also shows clear “separation” of gill samples from other body sites’ samples in the dataset

(Figure 1.2B), as well as a similar negative correlation between estimated fish age and

this log-ratio for gill samples (Figure 1.2C and D) (R2 ≈ 0.1350). This serves as further

evidence for our previous claims: although we still can’t say for sure, we can now more

confidently state that Shewanella spp. seem to be dominant in the gills of S. japonicus,

and that Shewanella abundance in these fishes’ gills seems to be negatively correlated with

(estimated) fish age—since the trends shown in Figures 1.1B–D and 1.2B–D have held up

across multiple log-ratios with Shewanella as the numerator.
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Figure 1.2. Various outputs from the case study (analogous to those in Figure 1.1)
showing the log-ratio of classified Shewanella features to the bottom 98 ranked features
for the gill differentials. (a) “Rank plot” analogous to that shown in Figure 1.1A, with
the selected numerator features (those classified as Shewanella spp.) colored in red and
the selected denominator features (the bottom 98 ranked features for the gill differentials)
colored in blue. (b) “Sample plot” in boxplot mode, showing the selected log-ratios of
samples by body site. 252 samples are represented in this plot; as in Figure 1.1B, other
samples were either filtered out upstream in the analysis or contained zeroes on at least
one side of their log-ratio. (c) “Sample plot,” showing a scatterplot of samples’ selected
log-ratios versus estimated fish age. Individual samples are colored by body site. As
in panel B, only 252 samples are present. (d) Ordinary-least-squares linear regression
(R2 ≈ 0.1350) between estimated fish age and the selected log-ratio for just the 96 gill
samples shown in B and C, computed outside of Qurro as specified for Figure 1.1D.
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Handling “invalid” samples.

It is worth noting that many samples—including all of the seawater samples in

the Qurro visualization (Appendix A.1.3, “Details on Qurro (and Songbird) input data

filtering”)—are not present in Figures 1.1B–D or 1.2B–D. If a given sample in Qurro cannot

be displayed for some reason—for example, the sample has a zero in the numerator and/or

denominator of the currently selected log-ratio—Qurro will drop that particular sample

from the sample plot. Furthermore, to make sure the user understands the situation,

Qurro will update a text display below the plot that includes the number and percentage

of samples excluded for each “reason.” This behavior helps users avoid spurious results

caused by visualizing only a small proportion of a dataset’s samples.

Using Qurro in practice

Since Qurro visualizations are essentially just web pages it is trivial to host them

online, thus making them viewable by anyone using a compatible web browser. As an

example of this we have made Qurro visualizations of various datasets, including the case

study’s, publicly available at https://biocore.github.io/qurro. We encourage users of

Qurro to share their visualizations in this way, whenever possible, in order to encourage

reproducibility and facilitate public validation of the conclusions drawn. Furthermore, we

encourage readers of this paper to reconstruct Figures 1.1 and 1.2 and verify that this

paper’s claims are accurate.

1.1.5 Conclusion

Qurro serves as a natural “first step” for users of modern differential abundance

tools to consult in order to analyze feature rankings, simplifying the work needed to go

from hypothesis to testable result. We have already found it useful in a variety of contexts,

and it is our hope that others find similar value.

As more techniques for differentially ranking features become available, we believe
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that Qurro will fit in as a useful piece within the puzzles represented by modern ’omic

studies.

1.1.6 Data availability

All data used was obtained from study ID 11721 on Qiita. Deblur output artifact

ID 56427 was used, in particular. Sequencing data is also available at the ENA (study

accession PRJEB27458). Various Jupyter Notebooks and files used in the creation of this

paper are available at https://github.com/knightlab-analyses/qurro-mackerel-analysis.
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González A, Rahman G, Marotz CA, Minich JJ, Allen EA, and Knight R. NAR Genomics

and Bioinformatics 2(2), 2020. The dissertation author was the primary investigator and

first author of this paper.

15

https://github.com/knightlab-analyses/qurro-mackerel-analysis


1.1.8 Funding

This work is partly supported by IBM Research AI through the AI Horizons

Network and the UC San Diego Center for Microbiome Innovation (to R.K. and M.W.F.);

Joint University Microelectronics Program (JUMP)’s Center for Research on Intelligent

Storage and Processing-in-memory (CRISP) [GI18518 to R.K. and M.W.F.]; University

of California San Diego Computer Science and Engineering Department (to M.W.F.);

University of California San Diego Frontiers of Innovation Scholars Program (to C.M.);

National Science Foundation [GRFP DGE1144086 to J.T.M.]; National Institute of Dental

and Craniofacial Research through F31 Fellowship [1F31DE028478 to C.A.M.]; University

of California San Diego Center for Microbiome Innovation through Microbial Sciences

Graduate Research Fellowship (to J.J.M.).

1.1.9 Conflict of interest statement

None declared.

1.2 EMPress enables tree-guided, interactive, and

exploratory analyses of multi-omic data sets

1.2.1 Abstract

Standard workflows for analyzing microbiomes often include the creation and cura-

tion of phylogenetic trees. Here we present EMPress, an interactive web tool for visualizing

trees in the context of microbiome, metabolome, and other community data scalable

to trees with well over 500,000 nodes. EMPress provides novel functionality—including

ordination integration and animations—alongside many standard tree visualization features

and thus simplifies exploratory analyses of many forms of ’omic data.
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1.2.2 Importance

Phylogenetic trees are integral data structures for the analysis of microbial communi-

ties. Recent work has also shown the utility of trees constructed from certain metabolomic

data sets, further highlighting their importance in microbiome research. The ever-growing

scale of modern microbiome surveys has led to numerous challenges in visualizing these

data. In this paper we used five diverse data sets to showcase the versatility and scalability

of EMPress, an interactive web visualization tool. EMPress addresses the growing need

for exploratory analysis tools that can accommodate large, complex multi-omic data sets.

1.2.3 Introduction

The increased availability of sequencing technologies and automation of molecular

methods have enabled studies of unprecedented scale [189], prompting the creation of

tools better suited to store, analyze [18], and visualize [200] studies of this magnitude.

Many of these tools, including for example UniFrac [110], phylofactor [207], PhILR [178],

and Gneiss [133], make use of tree structures in some way: often these structures are

phylogenetic trees detailing the evolutionary relationships among features in a data set,

although this category also includes general dendrograms that organize features in a

hierarchical structure (e.g., clustering of mass spectra) [194]. The challenge of enabling

fully interactive analyses stems from the disconnect between tools that focus on features

(for example, microbial relative abundances) and tools that focus on samples (for example,

alpha diversity distributions). In addition, few tools can interactively integrate multiple

representations of the data side-by-side [136] while scaling to display large data sets. We

view this as a key unresolved challenge for the field: to contextualize community-level

patterns (groupings of samples) together with feature-level structure, i.e., which features

lead to the groupings explained in a given sample set.

Although many useful phylogenetic visualization and analysis tools are available,
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few focus on community analysis tasks. The current state of the art includes specialized

tools like Anvi’o [44], which consolidates a large collection of methods for sequence-based

analysis and visualization of metagenomic assembled-genomes, pangenomes, and proteins

(among many other data types). The state of the art also includes more general-purpose

tree visualization tools like PHYLOViZ [136], SigTree [183], and iTOL [104] (among

many others). Although tree structures are usually stored in standard file formats like

Newick, the data accompanying these trees—for example, tip-level taxonomic classifications

or other metadata values—are less standardized and sometimes require the onerous

creation of configuration files. Furthermore, some types of exploratory analyses are not

easily possible: for example, ordination plots computed from UniFrac [110] distances (or

other phylogenetically informed distances) are often used to visualize sample clustering

patterns in microbiome studies. However, interpreting the patterns in these plots—and

determining which features influence the separation of certain groups of samples—is not

always straightforward. While biplots can improve legibility by showing information about

influential features alongside samples, the phylogenetic relationships of these features are

not always obvious.

To address these and other outstanding gaps in the state of the art, we introduce

EMPress (https://github.com/biocore/empress), an open-source (BSD 3-clause), inter-

active and scalable phylogenetic tree viewer accessible as a QIIME 2 [18] plugin or as

a standalone Python program. EMPress is built around the high-performance balanced

parentheses tree data structure [31] and uses a hardware-accelerated WebGL-based ren-

dering engine that allows EMPress to visualize trees with hundreds of thousands of nodes

from within a laptop’s web browser (see section 1.2.6, “Materials and Methods”). EMPress

visualizations can be created solely from a tree, or users can optionally provide additional

metadata files and a feature table to augment the visualization. Additionally, through

integration with the widely-used EMPeror software [200], EMPress can simultaneously

visualize a study’s phylogenetic tree alongside an ordination plot of the samples in the data

18

https://github.com/biocore/empress


set (in what we colloquially term an “EMPire plot”). User actions in one visualization,

such as selecting a group of samples in the ordination, update the other (in this case,

highlighting the portions of the tree corresponding to these samples), providing context

that would not be easily accessible with independent visualizations. This tight integration

between displays streamlines several use-cases elaborated below that previously required

manual investigation or writing custom scripts.

1.2.4 Results

Rather than providing a programmatic interface for the procedural generation of

styled phylogenetic trees [216, 77, 158], EMPress provides an interactive environment

to support exploratory feature- and sample-level tree-based analyses. One of the ways

EMPress stands out is in its scalability in comparison to other web-based tree viewers:

iTOL [104] claims trees with more than 10,000 tips to be “very large” (https://itol.embl.de

/help.cgi), while EMPress readily supports trees with over hundreds of thousands of tips, as

shown in Figure 1.3. Many visualization customization options available in EMPeror [200],

iTOL [104], and Anvi’o [44] are immediately accessible in EMPress’ interface. Continuous

metadata associated with the tips of the tree can be visualized as barplots with a color

gradient and/or by mapping each value to the height of each bar. Similarly, categorical

sample metadata information can be visualized using a stacked barplot showing—for

each tip—the proportion of samples containing that tip stratified by category. These

options are available in EMPress’ user interface, based on the data provided by the user to

EMPress when creating a visualization, and—providing data files are stored in an accepted

format—do not require programming or the creation of configuration files.

EMPress also aids interpretation of ordination plots by optionally providing a

unified interface where the tree and ordination visualizations are displayed side-by-side

and “linked” through sample and feature identifiers [12]. This combination of EMPress

and EMPeror [200] allows for many novel exploratory data analysis tasks. For example,
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Figure 1.3. Earth Microbiome Project paired phylogenetic tree (including 756,377
nodes) and unweighted UniFrac ordination (including 26,035 samples). (A) Graphical
depiction of EMPress’ unified interface with fragment insertion tree (left) and unweighted
UniFrac sample ordination (right). Tips are colored by their phylum-level taxonomic
assignment; the barplot layer is a stacked barplot describing the proportions of samples
containing each tip summarized by level 1 of the EMP ontology. Inset shows summarized
sample information for a selected feature. The ordination highlights the two samples
containing the tip selected in the tree enlarged to show their location. (B) Subset
of EMP samples with pH information: the inner barplot ring shows the phylum-level
taxonomic assignment, and the outer barplot ring represents the mean pH of all the
samples where each tip was observed. (C) pH distributions summarized by phylum-level
assignment with median pH indicated by dotted lines. Interactive figures can be accessed
at https://github.com/knightlab-analyses/empress-analyses.
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selecting a group of samples in the ordination highlights nodes in the tree present in those

samples and vice versa (see section 1.2.6, “Materials and Methods”). This integration

extends to biplots: clicking feature arrows in the ordination highlights the corresponding

node in the tree. Lastly, EMPress supports the visualization of longitudinal studies by

simultaneously showing tree nodes unique to groups of samples at each individual time

point during an EMPeror animation (see section 1.2.6, “Materials and Methods”).

Scalability: visualizing data from the Earth Microbiome Project.

Using the first data release of the Earth Microbiome Project (EMP), we demonstrate

EMPress’ scalability by rendering a 26,035-sample ordination and a 756,377-node tree

(Figure 1.3A). We also demonstrate EMPress’ ability to annotate large tree visualizations

with categorical “feature” (i.e., corresponding to nodes in the tree) metadata: to visualize

the relative proportions of taxonomic groups at the phylum level, we use EMPress’ feature

metadata coloring to color tips in the tree by their phylum-level taxonomic classifications

(see section 1.2.6, “Materials and Methods”). We extend this further by demonstrating

EMPress’ ability to visualize sample-level categorical metadata: we add a barplot layer

showing, for each tip in the tree, the proportions of samples containing each tip summarized

by level 1 of the EMP ontology (“Free-living” and “Host-associated”).

The paired “EMPire plot” visualizations supported by EMPress’ integration with

EMPeror allow users to click on a tip in the tree (in EMPress) and view the samples that

contain that feature in the ordination (in EMPeror). Clicking on an internal node in the

tree functions similarly, showing all samples that contain any of the descendant tips of

this node. These actions, and other functionality unique to these paired visualizations, are

especially useful when analyzing data sets with outliers or mislabeled metadata. Figure

1.3A shows an example of this functionality in practice, in which the samples in which a

tip in the tree is present are highlighted dynamically in an ordination.

EMPress’ barplots can also be used to summarize environmental metadata: as a
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demonstration of this, Figure 1.3B shows the subset of samples (4,002) with recorded

pH information and a barplot layer with the mean pH where each feature was found.

The barplot reveals a relatively dark section near many tips classified in the phylum

Firmicutes ; in concert with histograms showing mean pH for each phylum (Figure 1.3C),

we can confirm that Firmicutes-classified sequences are more commonly found in higher-pH

environments. These and the other observations highlighted here indicate the utility of

EMPress for exploratory analyses of large, complex data sets.

Versatility: visualizing diverse types of data.

EMPress—both in the visualization of tree structures and in the visualization of

various types of metadata alongside these structures—can be applied to many types of

“‘omic” data sets. To illustrate this versatility, we reanalyzed a COVID-19 metatranscrip-

tome sequencing data set [177], a liquid chromatography-mass spectrometry (LC-MS)

untargeted metabolomic food-associated data set [194], and a 16S rRNA gene sequencing

oral microbiome data set [132]. Despite the vastly different natures of these data sets,

EMPress provides meaningful functionality for their analysis and visualization. Movie S1

(Appendix A.2.2, “Animated analysis of SARS-CoV-2”) shows a longitudinal exploratory

analysis using EMPress and EMPeror representing a subset of SARS-CoV-2 genome data

from GISAID. This paired visualization emphasizes the relationships in time and space

among “community samples” and the convergence of locales in the United States with the

outbreak in Italy (see section 1.2.6, “Materials and Methods”). The interactive nature

of EMPress allows rapid visualization of strains observed in a collection of samples from

different geographical locations.

Figure 1.4A showcases EMPress’ ability to identify feature clusters that are dif-

ferentially abundant in COVID-19 patients compared to community-acquired pneumonia

patients and healthy controls [177]. Clades showing KEGG enzyme code (EC) [87] annota-

tions are collapsed at level two except for lyases, highlighting feature 4.1.1.20 (carboxy-lyase
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Figure 1.4. EMPress is a versatile exploratory analysis tool adaptable to various ’omics
data types. (A) RoDEO differential abundance of microbial functions from metatranscrip-
tomic sequencing of COVID-19 patients (n = 8) versus community-acquired pneumonia
patients (n = 25) and versus healthy control subjects (n = 20). The tree represents
the four-level hierarchy of the KEGG enzyme codes. The barplot depicts significantly
differentially abundant features (P < 0.05) in COVID-19 patients. Clicking on a tip
produces a pop-up insert tabulating the name of the feature, its hierarchical ranks, and
any feature annotations. (B) Global FoodOmics Project LC-MS data. Stacked barplots
indicate the proportions of samples (n = 70) (stratified by food) containing the tips
in an LC-MS Qemistree of food-associated compounds, with tip nodes colored by their
chemical superclass. (C) De novo tree constructed from 16S rRNA sequencing data from
32 oral microbiome samples. Samples were taken before (n = 16) and after (n = 16)
subjects (n = 10) brushed their teeth; each barplot layer represents a different differential
abundance method’s measure of change between before- and after-brushing samples. The
innermost layer shows estimated log-fold changes produced by Songbird, the middle layer
shows effect sizes produced by ALDEx2, and the outermost layer shows the W-statistic
values produced by ANCOM (see section 1.2.6, “Materials and Methods”). The tree is
colored by tip nodes’ phylum-level taxonomic classifications. Interactive figures can be
accessed at https://github.com/knightlab-analyses/empress-analyses.
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diaminopimelate decarboxylase) that was more abundant in COVID-19 here and in an

independent metaproteomic analysis of COVID-19 respiratory microbiomes [116].

Recent developments in cheminformatics have enabled the analysis and visualization

of small molecules in the context of a cladogram [194]. Using a tree that links molecules

by their structural relatedness, we analyzed untargeted LC-MS/MS data from 70 food

samples (see section 1.2.6, “Materials and Methods”). With EMPress’ sample metadata

barplots, we can inspect the relationship between chemical annotations and food types.

Figure 1.4B shows a tree where each tip is colored by its chemical superclass and where

barplots show the proportion of samples in the study containing each compound by food

type. This representation reveals a clade of lipids and lipid-like molecules that are well

represented in animal food types and seafoods. In contrast, salads and fruits are broadly

spread throughout the cladogram.

Lastly, in Figure 1.4C, we compare three differential abundance methods in an oral

microbiome data set [132] as separate barplot layers on a tree. This data set includes

samples (n = 32) taken before and after subjects brushed their teeth (see section 1.2.6,

“Materials and Methods”). As observed across the three differential abundance tools’

outputs, all methods agree broadly on which features are particularly “differential” (for

example, a group of sequences classified in the phylum Firmicutes in the bottom right of

the tree; see section 1.2.6, “Materials and Methods”), although there are discrepancies

due to different methods’ assumptions and biases.

1.2.5 Discussion

Future work on visualization integration.

By providing an intuitive interface supporting both categorically new and established

functionality, EMPress complements and extends the available range of tree visualization

software. EMPress can perform community analyses across distinct “’omics” types, as

demonstrated here. Moving forward, facilitating the integration of multiple orthogonal
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views of a data set at a more generalized framework level (for example, using QIIME 2’s

[18] visualization API) will be important as data sets continue to grow in complexity, size,

and heterogeneity.

Validating visual observations and aiding reproducibility.

It is important to note that making visual observations using EMPress does not

eliminate the need for providing statistical support. For example, various layout and

branch length options available in EMPress can drastically affect the perceived size of a

clade or taxonomic group. We therefore recommend that users remain careful of the need

to validate their claims, in order to ensure that conclusions drawn are not solely visual

artifacts. In the context of microbial ecology studies, tools like Phylofactor, Gneiss, and

PhILR can complement observations made with EMPress well.

Similarly, although the various exploratory (post hoc) analyses shown in this paper

are simplified by EMPress, they are not a substitute for sound hypothesis-driven science

and should not be presented as such [74]. Exploratory analyses, when documented

transparently, can be useful to the scientific community [74]; our hope is that, by providing

a tool that simplifies these analyses of complex data, EMPress can fulfill a legitimate

scientific need. One way we believe EMPress helps fulfill this need is through the inherent

shareability of its outputs (see section 1.2.6, “Materials and Methods”). This shareability

simplifies the process of reproducing a visualization in EMPress, as well as the interactive

exploration of alternative representations of a data set. As an example of this, we have

provided QZV files for Figures 1.3 and 1.4 on GitHub (see section 1.2.6, “Materials and

Methods”), and we encourage readers to reproduce these figures for themselves. We

acknowledge that “reproducibility” of this kind is limited to the files the user provides

when creating an EMPress visualization—and since the same data and same methods are

used in the reproduction as in the original visualization, this therefore does not necessarily

add evidence that conclusions derived from the visualization are completely correct [170].
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However, we contend that it can still be beneficial for readers and authors alike, and

we hope that by simplifying the sharing of EMPress visualizations we can encourage

researchers to share their visualizations and make clear the exploratory nature of their

work.

Tree shearing in the context of community data.

In order to aid in the analysis of community data, EMPress—when a feature table

is provided—by default shears the tree to include only tips that are found in the feature

table. This preprocessing step visually emphasizes samples spanning only a small number

of tips within larger reference trees. Since this option may not always be desired—if, for

example, the focus of an analysis is to compare novel diversity to a reference database—this

option can be disabled from the command line.

1.2.6 Materials and Methods

All EMPress plots in this paper were visualized and stylized in Safari (14.0) or

Google Chrome (85.0.4183.121) using a MacBook Pro (15-inch, 2017) with a 2.9-GHz Quad-

Core Intel Core i7 7820QM, 16 GB of RAM, a Radeon Pro 560 4 GB, and Intel HD Graphics

630 1,536-MB graphics processor. Data, analyses, and steps to reproduce the figures in

this paper can be found at https://github.com/knightlab-analyses/empress-analyses. Due

to file size restrictions on GitHub, some files are downloaded by executing the Jupyter

notebook associated with each figure.

Earth Microbiome Project.

The EMP release 1 [189] table, tree, and metadata were used to generate the

visualization (ftp://ftp.microbio.me/emp/release1). The original feature table was subset

to remove sterile water blanks and mock community samples. The table contains the

taxonomic assignments used to annotate tips. For ease of visualization, only the top 5

most abundant phylum annotations in the data set were kept while microbial features
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annotated with any other phylum (or unspecified) were categorized as “Other.” A distance

matrix was generated by computing the unweighted UniFrac distances between samples

[110, 122] that was then used to generate the principal-coordinate plot.

A subset of the feature table was generated by extracting all samples in the middle

90% of the pH range (4.7 to 9) to remove outliers. Samples without a valid pH value

were removed. For each remaining feature, the number of samples (log10) in which this

feature occurred and the mean pH of those samples were calculated and saved as a feature

metadata file passed into EMPress. Calculations were performed using NumPy v1.18.1

[70] and Pandas v0.25.3 [211, 159]. Distributions of pH were plotted using matplotlib

v3.1.3 [24] and seaborn v0.10.0 [208].

COVID-19 metatranscriptome data set.

The COVID-19 bronchoalveolar lavage fluid metatranscriptome sequencing data

[177] consists of COVID-19 (n = 8), community-acquired pneumonia (n = 25), and

healthy control (n = 20) samples. The tree for this data set corresponds to the KEGG

enzyme code (EC) [87] hierarchy. Sequencing reads were processed and annotated with EC

feature labels using PRROMenade [195, 67] with a database of bacterial and viral protein

domains from the IBM Functional Genomics Platform [172], as previously reported [67].

Differential abundance per feature was determined by performing a Kolmogorov-Smirnov

test on average RoDEO-processed [67, 66] values per sample. A cutoff (P < 0.05) was

applied to focus the visualization on the features that are significantly more abundant or

less abundant in COVID-19 patients than in healthy controls and/or community-acquired

pneumonia samples.

Global FoodOmics data set.

The untargeted metabolomics data set was generated using a quadrupole time

of flight (QTOF) mass spectrometer in positive ionization mode (Bruker). The samples
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presented in this data set were processed using Qemistree version 2020.1.1114.g1b4edb4

running in QIIME 2 version 2019.7. For ease of interpretation, the data set was subset to

keep features with a superclass assignment and keep samples with a common meal type

classification. The tip barplots show the proportion of samples where each small molecule

is present summarized by meal type.

Differential abundance comparison of oral microbiomes.

The oral microbiome 16S rRNA sequencing data used in reference [132] was revisu-

alized for Figure 1.4C. This data set comprises n = 32 samples total, taken before and

after subjects brushed their teeth. Some paired samples were taken more than once from

the same subject; in total, these 32 samples were contributed by 10 unique subjects.

The sequences in this data set were processed (in July 2018) using Deblur v1.0.4

[3] through q2-deblur in QIIME 2 2018.6 [18]. Taxonomic classifications were assigned

(in August 2018) using q2-feature-classifier’s [17] classify-sklearn method [147], using

the Greengenes reference database [121], also in QIIME 2 2018.6. The table provided

lacks provenance information due to not being stored as a QIIME 2 artifact, but since its

features are a subset of those in the sequences file—and since the lowest number of samples

that a feature within it is present in is 6—it was likely filtered at some point. To construct

a rooted tree from the sequences in this data set (in September 2020), we used QIIME 2

2019.10’s qiime phylogeny align-to-tree-mafft-fasttree pipeline [89, 153, 102].

In reference [132], three differential abundance tools were run on this data set, using

the “brushing_event” metadata field (indicating before/after toothbrushing status) as the

sole field across which to identify differentially abundant features. The three differential

abundance tools used in reference [132] and visualized in Figure 1.4C are Songbird [132],

ALDEx2 [49], and ANCOM [113]. Songbird’s column of feature differentials (describing

the estimated log-fold changes of each feature between the “after” and “before” brushing

states) is shown as the innermost barplot layer in Figure 1.4C; ALDEx2’s per-feature effect
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size is shown as the middle layer; and ANCOM’s per-feature W-statistic is shown as the

outermost layer. For both Songbird and ALDEx2 results, higher values indicate association

with before-brushing samples (i.e., features that decreased most from toothbrushing, for

example, secondary metabolizers present on the outer layers of dental plaque biofilms such

as Haemophilus) while lower values indicate association with after-brushing samples (i.e.,

features that decreased least from toothbrushing, for example, primary metabolizers such

as Actinomyces that are rooted at the base of the biofilm) [132]. ANCOM’s W-statistic

corresponds to the number of log-ratio hypothesis tests in which a given feature was

found to be differentially abundant between before- and after-brushing samples [113]

(https://forum.qiime2.org/t/1844/10). Since Songbird and ALDEx2’s results include

directionality between before and after brushing, they are shown in Figure 1.4C with

a “diverging” color map; ANCOM’s W-statistic does not include this information and

is therefore shown with a “sequential” color map (see Figure A.3 in Appendix A.2.1,

“Differential abundance comparison of oral microbiomes”).

We note that the Songbird results from reference [132] did not include differentials

for nine features in the data set; this may have been due to software bugs or other unknown

factors in the data analysis, since (although Songbird does filter out features present in

less than a given number of samples) these absent features are present in the same number

of samples as other features which were included in the Songbird differentials. For the

sake of simplicity here, and since the purpose of this subfigure is primarily to demonstrate

the utility of EMPress in the context of existing data, we simply reused the data from

reference [132], filtering these nine features out of the data set before constructing and

visualizing the tree.

Animated analysis of SARS-CoV-2.

The GISAID [39] SARS-CoV-2 genome alignment and genome metadata were

obtained on 21 September 2020. Sequences were converted to DNA and subset to the set
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of sequences associated with Italy, Madrid, King County, San Diego, Brooklyn, Queens,

and Manhattan. Highly gapped and high-entropy positions in the alignment were filtered

using q2-alignment (2020.6; default parameters). A tree was estimated using FastTree

[153] (v2.1.10 compiled with double precision support; default options except -fastest)

and subsequently rooted using midpoint rooting as implemented by q2-phylogeny (2020.6;

default parameters).

Separately, a sliding window procedure was developed to assess the observed SARS-

CoV-2 genomes within a given time period within a geographic location. To do so, the

metadata were partitioned into the respective locations (note that the three New York

boroughs were treated as New York) and ordered by the genome date information. A

sliding window width of 7 days was used, and a sample was retained only if five or more

strains were observed within a window. These windows were then aggregated into a

BIOM table [120] with the GISAID strain identifier on one axis and a “community sample”

identifier on the other. Unweighted UniFrac (q2-diversity 2020.6 [18, 122]) was then

computed over these samples followed by a principal-coordinate analysis. The tree and

ordination were visualized with a development version of EMPress (version 0.3.0-dev),

and therefore, the visualization shown in the video may look slightly different from more

recent versions of EMPress.

Implementation details.

EMPress is implemented as a QIIME 2 plugin (or standalone Python program,

usable outside QIIME 2) capable of generating HTML documents with a self-contained

visualization user interface. The code-base is composed of a Python component and a

JavaScript component. The Python code-base is responsible for data validation, prepro-

cessing, filtering, and formatting. User interaction, rendering, and figure generation are all

handled by the JavaScript code-base. In both cases, we rely on the balanced parentheses

data structure [31] to rapidly operate on the tree structures.
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EMPress’ Python code-base currently uses NumPy [70], SciPy [203], Pandas [211,

159], Click (https://palletsprojects.com/p/click/), Jinja2 (https://jinja.palletsprojects.co

m/), scikit-bio (http://scikit-bio.org), the BIOM format [120], iow (https://github.com/w

asade/improved-octo-waddle) [31], and EMPeror [200]. The JavaScript code-base uses

Chroma.js (https://gka.github.io/chroma.js/), FileSaver.js (https://github.com/eligrey/F

ileSaver.js/), glMatrix (http://glmatrix.net/), jQuery (https://jquery.com/), Require.js

(https://requirejs.org/), Spectrum (https://bgrins.github.io/spectrum/), and Underscore.js

(https://underscorejs.org/). For testing and linting, EMPress’ Python code-base uses

flake8 (https://flake8.pycqa.org/en/latest/) and nose (https://nose.readthedocs.io/),

and EMPress’ JavaScript code-base uses QUnit (https://qunitjs.com/), qunit-puppeteer

(https://github.com/davidtaylorhq/qunit-puppeteer/), jshint (https://jshint.com/about/),

and Prettier (https://prettier.io/).

As of writing, EMPress supports drawing trees using three standard layout algo-

rithms (“rectangular,” “circular,” and “unrooted”), coloring the tree using sample and

feature metadata, collapsing clades based on common metadata values, adding tip-aligned

barplots for sample and feature metadata, and summarizing tips’ presence within sample

groups using interactive node selections. This is in addition to integration with EMPeror,

described further below, as well as various other visualization options.

EMPress’ “unrooted” layout algorithm is translated from code from Gneiss [133],

which was in turn adapted from PyCogent [96], and is an implementation of the equal-

angle algorithm described in reference [47]. EMPress’ “rectangular” and “circular” layout

algorithms are adapted from code from TopiaryExplorer [150] and resemble the rooted

tree drawing algorithms described in reference [47]. EMPress also includes the ability

to reorder sibling clades in the rectangular and circular layouts by the number of tips

contained within each clade; this functionality was inspired by iTOL’s [104] “leaf sorting”

option and uses tree traversal code adapted from scikit-bio (http://scikit-bio.org).

In order to integrate EMPress and EMPeror, we link together events triggered
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by each of the applications by inserting “callback” code that can be executed in one

application when a given event occurs. These events notify each tool that a particular

action needs to take place, and if needed, what data should be used in this context. For

example, when a user selects a group of samples in EMPeror, the “select” event is triggered

with a collection of sample objects. EMPress responds to this event by searching for the

tips in the tree corresponding to features contained within these samples and updates

the color according to the object’s attributes. The subscription mechanism also enables

users to select a node in EMPress to highlight the samples containing this node or one of

its descendant tips in EMPeror, link biplot [2] arrows in EMPeror to nodes in the tree,

highlight groups by double-clicking a category in EMPeror’s color legend, and synchronize

animated ordinations [199] by coloring the tree according to the current frame on screen.

Sharing EMPress visualizations.

When used as a QIIME 2 [18] plugin, EMPress generates visualizations in the QZV

format (which can be viewed using https://view.qiime2.org, in addition to other methods);

when used outside QIIME 2, EMPress creates visualizations as a directory (containing

an HTML file that can be opened to show the visualization). In either case, an EMPress

visualization is easily shareable with a wide audience of users who may not have EMPress

or QIIME 2 installed, for example, via uploading the visualization file(s) to GitHub or by

hosting the file(s) on any other website. We note that the ability to share visualizations is

not unique to EMPress and is also inherent to other QIIME 2 [18] plugins and in other

tree visualization tools like iTOL [104].
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Chapter 2

Metagenome assembly of long and
accurate reads using iterative down-
sampling

2.1 Abstract

Long and accurate reads have revolutionized genome assembly, enabling “telomere-

to-telomere” assembly projects for a variety of genomes. Despite these advances, meta-

genome assembly remains a challenging problem; many assemblers, even those designed

specifically in the context of long and accurate metagenomic reads, produce fragmented

assemblies that omit or misrepresent real sequences in the input data. To address these

challenges we present metaLJA, a metagenome assembler based on the state-of-the-art

LJA algorithm for single-genome de Bruijn graph assembly of long and accurate reads.

metaLJA uses iterative rounds of downsampling, assembly, and graph simplification in

order to produce assemblies of groups of similar genomes within a metagenome.

2.2 Introduction

The past few decades’ refinement of sequencing technologies and assembly algorithms

has led to substantial improvements in our ability to assemble genomes—from single

genomes [139] to metagenomes [15]. The recent development of sequencing technologies
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that can produce long and accurate reads, such as Pacific Biosciences’ high-fidelity (HiFi)

reads [210], has played a critical role in this shift. Longer reads can span additional

repetitive regions and disambiguate the assembly graph [58]; more accurate reads can

enable the more sensitive identification of whether variable positions in the assembly are

attributable to sequencing error or to real variation [125].

Even armed with long and accurate reads, however, generating accurate metagenome

assemblies remains challenging. Uneven sequencing coverage, intergenomic repeats, and

strain-level variation all add further difficulties in addition to those faced in single-genome

assembly [97, 138]. Furthermore, current benchmarking methods do not sufficiently

describe the scope of errors in metagenome assemblies; a recent study demonstrated that

multiple state-of-the-art long-read metagenome assemblers [97, 141, 48, 13] produced

outputs containing subtle errors, such as chimeric contigs and prematurely circularized

sequences [193].

In 2022 our lab published LJA [8], an assembler for long and accurate reads. By

enabling efficient construction of the de Bruijn graph [30] using large K-mer sizes, among

various other algorithmic techniques, LJA supports the automatic assembly of multiple

human chromosomes. However, LJA is designed for single-genome assembly; it struggles

to assemble metagenomic datasets, in which the coverage and ploidy of the underlying

genomes can both vary wildly.

To extend LJA to the problem of metagenome assembly we describe metaLJA, a

tool that uses LJA to approach this problem indirectly. By downsampling a metagenome

to a fraction of its reads, assembling these reads using LJA, smoothing these reads

to match the assembly, and iteratively repeating this process with larger and larger

downsamplings, metaLJA is able to reconstruct multiple complete genomes from long and

accurate metagenomic reads.
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2.3 Results

Here we demonstrate metaLJA by applying it to two datasets of HiFi reads

sequenced from metagenomes—a mock community and a chicken gut. These datasets were

among those used as benchmarks in [48], and are useful case studies here as well.

We note that the assembly algorithms used by metaLJA are still in active develop-

ment; the results presented herein illustrate that there is substantial room for the tool to

be improved.

2.3.1 Assembly of a mock community

Assembling sequencing reads from a mock community—that is, a sample of microbes

with a known composition—provides a reasonable (albeit not comprehensive [193]) way to

evaluate the performance of a metagenome assembler. The paper introducing hifiasm-meta

[48] ran various metagenome assemblers on sequencing reads from the mock community

ATCC MSA-1003 (GenBank accession number SRR11606871), originally produced in [75].

To get a sense for how metaLJA compares with these other assemblers, we ran metaLJA

on this same dataset; Figure 2.1 visualizes the final assembly graph output by metaLJA.

Since this mock community contains 20 bacterial genomes, an ideal assembly graph

produced from these reads would consist of 20 circular contigs, each in its own connected

component of the graph (in addition to a handful of other components consisting of short

linear or circular contigs corresponding to plasmid sequences, the second chromosome of

Rhodobacter sphaeroides [184], etc.).

For the sake of brevity, we define a long circle as a connected component of the

assembly graph containing a single circular contig with length ≥ 1 Mbp. This length

threshold resembles the typical distribution of bacterial genome lengths [36]; we note that

metaLJA currently outputs homopolymer-compressed sequences, which may result in us

underreporting the number of long circles in metaLJA’s output. Erring on the side of
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Figure 2.1. metaLJA final assembly graph of HiFi reads sequenced from the ATCC
MSA-1003 mock community [75], visualized using Bandage [212]. This mock community
is comprised of 20 genomes at varying abundances (https://web.archive.org/web/2021
1016063400/https://www.atcc.org/products/msa-1003). We note that we ran metaLJA
with whirl simplification turned off.
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being conservative seems reasonable here.

metaLJA’s final assembly graph for this mock community, as shown in Figure

2.1, contains 13 long circles. This count is comprable to the outputs of other long-read

metagenome assemblers shown in [48]: hifiasm-meta [48]’s assembly graph contains 15 long

circles, and metaFlye [97]’s assembly graph contains 14 long circles. We note, however,

that the number of long circles alone is not a sufficient metric for evaluating assembly

quality—for example, the assembly graph produced by hifiasm-meta for this dataset, as

discussed in [193], is surprisingly complex (containing 10,346 nodes and 248 edges).

2.3.2 Assembly of a chicken gut metagenome

To give another view of metaLJA’s performance, we used it to assemble sequencing

reads from a chicken cecum metagenome sample (GenBank accession number SRR15214153)

[48, 217] that was also used to benchmark hifiasm-meta [48]. Figure 2.2 visualizes the

final assembly graph output by metaLJA for this dataset.

Unlike the mock community, the “ground truth” microbial composition of this

sample is not known. However, the metaLJA seems more fragmented than ideal; we note

the strangely large amount of isolated long linear sequences in its assembly. As shown in

[48], hifiasm-meta [48]’s assembly of this dataset produced 73 near-complete or > 1 Mbp

circular contigs; HiCanu [141]’s assembly produced 37 near-complete or > 1 Mbp circular

contigs; and metaFlye [97]’s assembly produced 35 near-complete or > 1 Mbp circular

contigs. By comparison, metaLJA was only able to assemble 11 long circles.

The reasons for why metaLJA’s assembly of this dataset produces so many linear

contigs are not yet clear; we suspect that metaLJA’s removal of putatively-complete

sequences from the assembly may be prematurely fragmenting later iterations’ assemblies,

causing some circular sequences to be represented only as linear contigs. We are currently

working to diagnose and address this and other issues in order to bring metaLJA up to

par with the state-of-the-art.
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Figure 2.2. metaLJA final assembly graph of HiFi reads sequenced from a chicken cecum
metagenome [48, 217], visualized using Bandage [212]. We note that we ran metaLJA
with whirl simplification turned off.
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2.4 Methods

2.4.1 Iterative downsampling and assembly

Given a downsampling factor D ∈ Z+, we define a D-downsampling of a set of R

reads as a random sample consisting of ⌊R/D⌋ of these reads. The metaLJA algorithm

involves repeatedly performing downsampling operations of increasing size (i.e. decreasing

D) on a metagenomic read-set, in order to produce larger and larger manageable assemblies

of the reads. (By default, metaLJA uses a fixed random seed in order to ensure that

running it multiple times will cause it to make the same D-downsamplings, at least for

the initial iteration.)

Given an initial downsampling factor (default D = 500), metaLJA’s first assembly

iteration begins by producing a D-downsampling of the input reads and assembling these

⌊R/D⌋ reads using LJA [8]. As of writing, metaLJA’s downstream steps use the compressed

de Bruijn graph output by LJA after error correction but before multiplex de Bruijn graph

construction, since the latter graph lacks easily-accessible edge coverages.

After using LJA to construct this de Bruijn graph, metaLJA then repeatedly

performs simplification operations on the graph in order to reduce its complexity (section

2.4.2). It then uses minimap2 [106] to align all R reads (potentially ignoring those marked as

“finished”; see section 2.4.4) to a subset of selected “reference” edges in the simplified graph.

Using this alignment, metaLJA identifies putatively-completely-assembled sequences from

the graph and adjusts its internal classifications of reads—including potentially smoothing

them to match the assembly—as needed (section 2.4.5).

After processing the alignment of reads to reference edges in the simplified graph,

the assembly iteration for this D-downsampling is considered complete. If D = 1 (i.e. this

iteration considered all input reads), or if no reads remain available for downsampling

(section 2.4.4), then metaLJA concludes. Otherwise, work remains to be done: metaLJA

performs a new downsampling and assembly iteration using a reduced downsampling factor
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of ⌊D/2⌋.

2.4.2 Graph simplification

The de Bruijn graph produced from assembling a large metagenomic read-set is

often fairly complex, even after compressing non-branching paths and performing error

correction [8]. To reduce the complexity of this graph—and enable the extraction of long

contiguous sequences from it for use in alignment—metaLJA performs various simplification

operations on the graph to identify and resolve certain kinds of common structures [149],

repeating these operations until nothing remains to be simplified in the graph. Here we

briefly describe the kinds of structures metaLJA identifies and the ways in which these

structures are resolved.

Simple bulges

We define a simple bulge as a pair of vertices A and B where there exist at least

two edges A→ B. (We allow for cyclic simple bulges, i.e. those where A = B.) metaLJA

resolves a simple bulge from A to B by removing all edges A→ B except for the one with

the longest sequence. To preserve interpretability of edge coverages in the graph, metaLJA

also adds the coverage of the removed edges from this simple bulge to the coverage of the

remaining edge.

Single- and multi-edge path (SME) bulges

We define a SME bulge as a pair of vertices A and B where:

1. There exist exactly two paths from A to B.

2. One of these paths is an edge directly from A to B.

3. The other of these paths contains 2 ≤ E ≤ maxMultiEdgeCount edges (default

maxMultiEdgeCount = 10), and does not return to A.
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4. These paths’ sequences are similar (section 2.4.3).

5. This bulge is not cyclic, i.e. A ̸= B.

metaLJA resolves a SME bulge from A to B by removing its “single-edge path”—

that is, the lone edge A→ B. As with simple bulge resolution, metaLJA adds the coverage

of this edge to the coverages of the edges along the remaining “multi-edge path” of this

SME bulge.

Simple whirls

We define a simple whirl as a pair of vertices A and B where:

1. A and B are not the only vertices in their weakly-connected component.

2. The out-degree of A is exactly one.

3. The in-degree of B is exactly one.

4. There exists exactly one edge A→ B.

5. There exists exactly one edge B → A.

6. Coverage(A→ B) > Coverage(B → A).

7. The length of the sequence defined by A→ B (including both its prefix and suffix

K-mer) is less than longSimpleWhirlRepeatLength (default 100 kbp).

metaLJA resolves a simple whirl A→ B → A using the following procedure:

1. Set Coverage(A→ B) = Coverage(A→ B)− Coverage(B → A).

2. Replace the edge B → A with a loop edge B → B representing the sequence

B → A→ B, with coverage equal to Coverage(B → A).
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We note that conditions 2 and 3 in the definition above are important to respect,

in order to keep whirl resolution a relatively “safe” procedure that does not substantially

change the repeat structure described by the de Bruijn graph. In certain cases (as with

the mock community dataset shown in section 2.3.1) we have found that disabling whirl

simplification—even when using all conditions described above—seems to improve the

quality of metaLJA’s assemblies, resulting in the assembly of additional long circular

sequences. We are currently investigating the reasons for this phenomenon.

Non-branching paths

We define non-branching paths in the same way as maximal non-branching paths

are defined in [28]. We identify both linear non-branching paths from A to B (in which

all vertices along the path have an in-degree of one and an out-degree of one, with the

exception of A and B), and cyclic non-branching paths from A to A (in which all vertices

including A have in-degree one and out-degree one).

In both cases, we resolve these structures by replacing all edges along the path with

a single edge from starting vertex to the ending vertex of the path. We set the coverage of

this edge as the average coverage of its composite edges, weighted by their lengths.

Tips

There are many ways to define “tips” in a de Bruijn graph. To strike a reasonable

balance between preserving the structure of mostly linear components while properly

simplifying mostly circular components, we describe the following procedure for identifying

and removing tips.

Definitions.

We define the total degree of a vertex in a directed graph as the sum of this vertex’s

in-degree and out-degree.
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We define an in-tip as an edge from A→ B where A has a total degree of one; and

we define an out-tip as an edge from A→ B where B has a total degree of one.

We define an in-terminus as a vertex with at least two incoming edges, at least one

of which is an in-tip. Similarly, we define an out-terminus as a vertex with at least two

outgoing edges, at least one of which is an out-tip.

Finally, we define a complete (incomplete) in-terminus as an in-terminus that only

(does not only) have in-tips among its incoming edges. We similarly define a complete

(incomplete) out-terminus as an out-terminus that only (does not only) have out-tips

among its outgoing edges.

Resolution.

For each complete in-terminus, remove all adjacent in-tips except the one with

the longest length; add the coverages of the removed in-tips of this terminus to the one

“preserved” in-tip. Repeat the process analogously for each complete out-terminus.

For each incomplete in-terminus (with n incoming edges that are not in-tips),

remove all adjacent in-tips and distribute the total coverage of the removed in-tips equally

(dividing this total coverage by n) to the remaining non-in-tip incoming edges. Repeat the

process analogously for each incomplete out-terminus.

2.4.3 Classifying sequences as similar or dissimilar

SME bulge resolution (section 2.4.2) can be overzealous, if done carelessly. To avoid

resolving structures consisting of two very dissimilar paths that nonetheless begin and

end in the same vertex, metaLJA only resolves a SME bulge if its path sequences appear

sufficiently similar.

The sequences of two paths in the de Bruijn graph (both starting in a vertex A

and ending in a vertex B) will by definition have the same prefix and suffix K-mers. To

account for this, metaLJA’s similarity-checking procedure extracts the inner sequences
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(removing the prefix and suffix K nucleotides) of both paths. We refer to these inner

sequences as s1 and s2.

If both |s1| and |s2| are less than a threshold minSimilarityLength (default 100),

then we classify these sequences as similar—this case implies that these sequences are small

enough that comparing their similarity using alignment would likely be uninformative.

If at least one of |s1| or |s2| is at least minSimilarityLength, we use Edlib [181]

to align these sequences using edit distance. (If either |s1| or |s2| is 0, but the other path’s

sequence is sufficiently long, we skip alignment and classify these sequences are dissimilar.

This case can happen if the prefix and suffix K-mers of a path overlap with each other.)

We define the similarity of the Edlib alignment between s1 and s2 using the formula

Similarity(s1, s2) =
Number of match operations in Alignment(s1, s2)

max(|s1|, |s2|)

If Similarity(s1, s2) ≥ minSimilarity (default minSimilarity = 0.9), we classify s1 and

s2 as similar. Otherwise, we classify them as dissimilar.

2.4.4 The life cycle of a read

Throughout metaLJA’s algorithm, we associate each read with one of five possible

“statuses.” These classifications are stored internally as five bit arrays, and provide a

reasonably elegant way to define the current status of the assembly. Section 2.4.5 describes

the precise ways in which reads can be shifted between these statuses when metaLJA

processes the alignment of reads to reference sequences; here we describe these statuses at

a high level to clarify this process.

We label a read with the candidate status if it could be selected using downsampling

for an assembly iteration, but is not currently selected. Before the first downsampling is

performed, all reads are assigned this status.

When we perform downsampling, we assign these selected reads the unsmoothed
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status. This is a temporary designation, indicating that these reads will be used in the

upcoming assembly as they currently are (without any smoothing being done to them).

While processing the alignment of reads to edges, we may smooth the sequence

of a read to match the assembly (and thus reduce the complexity of the next assembly

iteration). We assign such reads the smoothed status. As the name implies, these reads

are analogous to those classified as “unsmoothed”—the next assembly will be produced

from reads classified as both unsmoothed and smoothed.

If a read maps to a single reference edge in the assembly at high quality, but if this

read did not contribute to the assembly as either an unsmoothed or smoothed read, then

we assign this read the redundant status—because this read is apparently not required

to assemble the sequence to which it maps. To save time, redundant reads will not be

used in future assembly iterations; however, they will still be used in future alignments of

reads to reference edges.

The reason we still use redundant reads in future alignments is that, in a later

iteration, we may classify a reference edge as putatively complete (section 2.4.5). When we

classify a reference edge as complete, we assign all reads that map well to it the finished

status—indicating that these reads should be removed from later assembly iterations, since

we have already used them to assemble what seems like a complete sequence.

2.4.5 Identifying and analyzing “reference” edges in the graph

The boundaries of a de Bruijn graph

We define a vertex in the de Bruijn graph as a boundary vertex if it has an in-degree

of 0 or an out-degree of 0. We define the highest-coverage edge incident on a boundary

vertex as the representative edge of this boundary vertex.

Even if the representative edge of a boundary vertex is short, including this edge

in the alignment of reads to edges is beneficial: by analyzing how reads map to this edge,

we can determine if this edge (and, by extension, this component of the de Bruijn graph)
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appears to be extendable.

Identifying reference edges

We say that an edge in the simplified de Bruijn graph is a reference edge—to which

we will align reads—if at least one of the following conditions is met:

1. This edge has a length of at least longLength nucleotides (default 100 kbp).

2. This edge is representative of a boundary vertex in the graph.

Both of these cases imply that this edge is important enough to merit inclusion in

the alignment of reads to edges for this assembly iteration.

Classifying the boundaries of a de Bruijn graph as extendable

The fragmentation of genomes into many contigs is a common problem in meta-

genome assemblies [55], to the point where many metagenome assemblers’ output graphs—

even when produced from long and accurate reads—include a large amount of short isolated

contigs. One of the fundamental tasks we worked on while developing metaLJA was study-

ing why certain circular genomes were fragmented into separate linear components of the

de Bruijn graph.

This problem raises the question, especially when assembling real metagenomic

datasets with an unknown “ground truth” microbial composition, of if the boundary

vertices (as defined above) of a de Bruijn graph can be extended. This information can be

useful both in deciding how to handle these reads during an assembly iteration (in which

we have not necessarily seen all reads in the input read-set yet) and in evaluating the

quality of an assembly.

Identifying the extending-reads of a boundary-representative edge.

Using minimap2 [106] to align reads to edges in the graph brings with it the

advantage of being able to identify “clipped” alignments—in which only part of a read is
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mapped to a sequence [188, 193]. Here we consider situations where a clipped read coincides

almost perfectly with the end of a boundary-representative edge sequence, indicating that

this read seems to extend this boundary of the de Bruijn graph in this direction. We note

that we consider “supplementary” alignments output by minimap2, in which different

parts of a read may be aligned to multiple places, but exclude “secondary” alignments

that represent the same part of a read being mapped to multiple places [188].

We say that a linear alignment of a read to an edge sequence is start-extending if

this alignment:

1. spans at least minExtendReadSpan (default 3 kbp) on the read,

2. has percent identity of at least minWellAlignedPID (default 95%),

3. is from a suffix of the read (but not the entirety of the read),

4. begins at a 0-indexed position on this edge of less than the amount of bases clipped

from the prefix of the read, and

5. begins at a 0-indexed position on this edge of less than or equal to

maxExtendReadDistFromEnd (default 20 bp).

Conditions 1 and 2 ensure that this read’s alignment is of reasonably high quality,

and conditions 3 and 4 ensure that this read extends the prefix of this edge sequence by at

least a single base. Condition 5 adds some slight tolerance to account for the case where a

read’s alignment is not perfectly flush with the start of the edge sequence (for example,

if the read has a few mismatches near the start of the edge sequence, the more optimal

alignment may start slightly further in on the edge sequence). End-extending alignments

can be characterized analogously by adjusting the final three conditions.

Taken together, these conditions allow us to answer the question of whether or

not a read seems to extend an edge in the de Bruijn graph—and, further, to answer
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the question of whether or not a boundary in the de Bruijn graph is supported by the

reads. Boundary-representative edges with large amounts of reads that extend this edge’s

boundary imply that this de Bruijn graph does not adequately represent the full scope of

these reads’ sequences.

Defining a boundary-representative edge as extendable.

After considering all alignments of reads to an edge, we define a boundary-

representative edge as start-extendable (end-extendable) if the number of start-extending

(end-extending) reads of this edge is at least minExtendReads (default 10). We note that

an edge can be both start-extending and end-extending, for example if it comprises an

isolated linear component of the graph.

Using extendability information.

To assist users in understanding the assembly, metaLJA’s visualizations of simplified

de Bruijn graphs annotate boundary-representative edges with information about the

number of extending reads. Additionally, isolated linear edges that are not extendable on

either side are labeled as “complete” and removed from later assembly iterations.

Classifying reference edges as complete

In our experience, even small downsamplings are often sufficient to assemble entire

genomes (or groups of similar genomes) that were present at extremely high abundance in

a sample. To save time from repeating the assembly of these genomes in later iterations,

and to prevent these genomes from introducing tangles in later iterations’ de Bruijn graphs,

metaLJA classifies certain edges in the graph as complete and removes certain reads

mapping to them from later assembly iterations.

We define an edge as complete if either of the following conditions is met:

1. This edge is a putatively-complete circular sequence: it has a length of at least

longLength nucleotides (default 100 kbp; this is the same parameter as that used in
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section 2.4.5), it is located in an isolated weakly-connected component of the graph,

and it is circular.

2. This edge is a putatively-complete linear sequence: it is not start- or end-

extendable, it is located in an isolated weakly-connected component of the graph,

and it is linear.

metaLJA saves information about edges that have been classified as complete from

each assembly iteration; when outputting the final assembly, it “injects” these complete

edges back into the assembly graph in order to accurately represent everything that it was

able to assemble.

Processing the alignment of reads to reference edges

Read alignment is not as straightforward as mapping a single read to a single

reference sequence [188], particularly in the era of long reads [193]. Here we describe how

metaLJA adjusts read statuses (section 2.4.4) while processing the alignment of reads to

reference edges, to account for the many ways in which a read can map in practice to

these edges. Before describing this logic, we will first define some prerequisite terms that

will be useful as we process the alignment.

Well-aligned reads.

We define a read r as well-aligned to a set of edge sequences if the following

conditions are met:

1. Consistent orientations: All of r’s alignments to a single edge have consis-

tent orientations—that is, there does not exist some edge c to which both r and

ReverseComplement(r) are aligned.

2. High span: The fraction of r aligned to the edges is at least

minWellAlignedSpanFraction (default 95%).
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3. High percent identity: The total percent identity of r’s alignments to the edges

is at least minWellAlignedPID (default 95%).

Singly-well-aligned reads.

We define a read as singly-well-aligned to an edge sequence c if the following

conditions are met:

1. Well-aligned: r is well-aligned to the set of edge sequences, as defined above.

2. Well-aligned to this single edge: The fraction of r aligned to specifically c is at

least minWellAlignedSpanFraction (default 95%).

Contributing reads.

We define a read as contributing to an assembly iteration if it was used when

running LJA, either as an unsmoothed or as a smoothed read. This is useful information

to have when determining the importance of a read in the assembly process.

Logic for processing the alignment.

Consider a single read r that has not been assigned the status of “finished.” In the

alignment of reads to reference edges:

1. If r has a single linear alignment to an edge c...

a. If r is singly-well-aligned to c...

i. If c is classified as a complete sequence...

1. Label r as a finished read: it will be removed from future assembly

iterations and associated with c.

ii. If c is not classified as a complete sequence...

1. If r contributed to this assembly iteration...

A. Label r as a smoothed read: adjust its sequence to match c, and

use this smoothed sequence in the next assembly iteration.
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2. If r did not contribute to this assembly iteration...

A. Label r as a redundant read: it will not be used in future assembly

iterations, but it will still be used in future iterations’ alignments of

reads to edges.

b. If r is not singly-well-aligned to c...

i. If r contributed to this assembly iteration...

1. Label r as an unsmoothed read: this read maps to this edge, but it

does not map well to it. We will reuse this read in the next assembly

iteration. (If this read already contributed as an unsmoothed read in

the current iteration, it will remain unsmoothed; if this read was a

smoothed read in the current iteration, it will be switched back to an

unsmoothed read at this point.)

ii. If r did not contribute to this assembly iteration...

1. Label r as a candidate read.

2. If r has multiple linear alignments to the edges...

a. If r is singly-well-aligned to a complete sequence c...

i. Label r as a finished read: it will be removed from future assembly

iterations and associated with c.

b. If r is at least well-aligned to the edges...

i. Label r as a smoothed read, regardless of if it contributed to this iteration:

adjust its sequence to the edges to which it aligned, and use this smoothed

sequence in the next assembly iteration. Reads like this are valuable because

they can help resolve fragmented regions of the assembly.

c. If r is not well-aligned to the edges...
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i. If r contributed to this assembly iteration...

1. Label r as an unsmoothed read.

ii. If r did not contribute to this assembly iteration...

1. Label r as a candidate read.

3. If r has zero linear alignments to the edges...

a. If r is a candidate read or a unsmoothed read...

i. Leave r as it is.

b. If r is a smoothed read...

i. Label r as an unsmoothed read.

c. If r is a redundant read...

i. Label r as a candidate read.

2.4.6 Software dependencies

metaLJA’s code directly relies on the Python packages bitarray (https://github.c

om/ilanschnell/bitarray), click (https://click.palletsprojects.com/), Edlib [181], NetworkX

[65], pyfastx [38], and pysam (https://github.com/pysam-developers/pysam), in addition

to LJA [8], minimap2 [106], SAMtools [107, 34], and seqtk (https://github.com/lh3/seqtk).

2.4.7 Software design

metaLJA’s code is implemented in Python. As of writing, metaLJA supports all

Python versions ≥ 3.6; its code is automatically tested using Python 3.6, 3.7, 3.8, 3.9,

3.10, 3.11, 3.12, and 3.13.

2.5 Discussion

We have described metaLJA, a tool that uses LJA [8] to perform assemblies of

iterative downsamplings of long and accurate reads from a metagenome.
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Although this software is already straightforward to use, its results seem to lag

behind those of other metagenome assemblers. This is due in part, we suspect, to subtleties

in how metaLJA’s iterative algorithm adjusts the set of reads used at every iteration:

prematurely removing sequences that seem like complete genomes (but are really only

parts of larger genomes) could explain why metaLJA produces fragmented assemblies

of some circular genomes, since this process “punches holes” in such sequences. We are

currently investigating this phenomenon in order to improve metaLJA.
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Chapter 3

Analyzing rare mutations in meta-
genomes assembled using long and
accurate reads

3.1 Abstract

The advent of long and accurate “HiFi” reads has greatly improved our ability to

generate complete metagenome-assembled genomes (MAGs), enabling “complete metage-

nomics” studies that were nearly impossible to conduct with short reads. In particular,

HiFi reads simplify the identification and phasing of mutations in MAGs: It is increasingly

feasible to distinguish between positions that are prone to mutations and positions that

rarely ever mutate, and to identify co-occurring groups of mutations. However, the prob-

lems of identifying rare mutations in MAGs, estimating the false-discovery rate (FDR)

of these identifications, and phasing identified mutations remain open in the context of

HiFi data. We present strainFlye, a pipeline for the FDR-controlled identification and

analysis of rare mutations in MAGs assembled using HiFi reads. We show that deep HiFi

sequencing has the potential to reveal and phase tens of thousands of rare mutations in a

single MAG, identify hotspots and coldspots of these mutations, and detail MAGs’ growth

dynamics.
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3.2 Introduction

3.2.1 Deep DNA sequencing and rare mutations

Representing a species using a “reference genome” alone is an inherently limited

approach, because any population of a species—even in an isolate [105], let alone a

metagenome—has mutations with highly variable frequencies throughout the genome. In

the past decade, deep DNA sequencing has enabled studies of diversity in cell populations

that represent a departure from the “reference genome” concept [213]. These studies’ foci

span many areas, including viral quasi-species [73], bacterial strains [192, 163, 105], cancer

evolution [57, 4], cell-free DNA [45], forensic applications [82], and somatic mutations

[171, 83].

Previous experimental evolution studies have greatly contributed to our understand-

ing of mutation rates and the emergence of novel bacterial strains [9]. However, they have

mainly focused on relatively frequent mutations (e.g., mutations with frequency exceeding

1%) in isolates rather than in metagenomes. Recent studies have shown the importance

of detecting rare mutations [192, 105, 220]: The tasks of identifying rare mutations in a

microbial population and monitoring how some of them evolve into frequent mutations

are important for understanding the dynamics of the acquisition of antibiotic resistance in

a pathogen. For example, the presence of a strain with a drug-resistant mutation with

a population frequency of 0.1%—a rare, albeit nonzero, frequency—may lead to faster

emergence of drug resistance in this population, compared with a population without a

single microbial cell carrying this mutation. However, sequencing errors in reads often

prevent the detection of rare mutations, particularly when the mutation frequency is less

than the error rate in reads [213].

Short-read DNA sequencing has greatly contributed to the detection of rare mu-

tations [164], but phasing these mutations using short reads alone remains challenging:

Short-read metagenomic studies rarely result in the complete assembly of even a single
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metagenome-assembled genome (MAG) [140]. The recent emergence of the long and

accurate Pacific Biosciences (PacBio) high-fidelity (HiFi) reads [210] has led to the era of

“complete metagenomics” by enabling complete or nearly complete assemblies of hundreds

of MAGs from a single HiFi data set [97, 15, 93]. This shift allows fundamentally new

possibilities in the analysis of metagenomes.

3.2.2 Identifying rare mutations in metagenomic data

Any attempt to identify rare mutations must be mindful of their false-discovery

rate (FDR): the fraction of identified mutations that are false. In general, a sequencing

technology’s error rate is not a single fixed value: Error rates in reads differ depending on

many factors [213], for example nucleotide substitution types or sequence-specific errors

[135, 210]. Identifying rare mutations is therefore a difficult problem that may result in a

large FDR.

LoFreq [213] is a variant caller that has been shown to perform well for short-read

sequencing data [213, 165, 92]; however, its usual reliance on Phred quality scores limits

its applicability to HiFi sequencing data, for which Phred scores are not always available

[52]. If Phred scores are not available, LoFreq’s “LoFreq-NQ” module attempts to learn

error probabilities for the 12 nucleotide substitution types (A → C, C → A, A → G,

etc.); these error probabilities are used to inform variant calling in lieu of Phred scores

[213]. Although useful, this approach makes the assumption that the probability of a given

substitution happening owing to sequencing error—rather than real variation—remains

constant for all positions in the genome. This assumption will almost certainly be broken

in practice because the effects of a given single-nucleotide mutation vary depending on

the position at which this mutation occurs. For example, in the standard genetic code,

the mutation A → C is synonymous for the third position in the codon CTA, because

both CTA and CTC code for leucine; however, this same mutation is nonsynonymous for

the third position in the codon CAA because CAA codes for glutamine but CAC codes
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for histidine. The probability with which we assume that A → C could happen owing to

sequencing error could thus be adjusted to account for this biological context; we contend

that knowledge about this sort of “context-dependent” information should improve the

quality of mutation identifications.

Other technology-agnostic methods besides Lo-Freq NQ, such as DeepVariant [151],

could also be applied to the problem of identifying mutations in HiFi metagenomic data;

however, there remains potential to take contextual sequence information into account, as

discussed, to further improve the algorithms used by these tools. Additionally, machine-

learning-based methods that have been trained on human sequencing data may not perform

similarly well for metagenomic data [166].

3.2.3 Simulation models of sequencing data

The MetaSim simulation model of Illumina reads [160], which was used in bench-

marking LoFreq [213], has proved to be valuable in many applications; however, it—and

other simulation models—still has some limitations. For example, extant simulation models

do not model the cross talk between wells in the patterned system on Illumina plates [205]

or dimness owing to slowly amplifying clusters (affected by insert size or GC bias). Many

bioinformaticians may not be aware about these small variations in error rates, because

they hardly affect base-calling in reference genomes; however, they nonetheless affect the

identification of rare mutations and thus make estimating the FDR of these identifications

challenging.

Developing realistic simulation models for HiFi reads represents a similar challenge

[142]. There have been recent developments on this front, including Sim-It [37] and HIsim

[134, 185]; however, we will propose an approach for estimating the FDRs of identified

mutations that can bypass the need for a simulation model and should be applicable to

arbitrary long and accurate sequencing data.
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3.2.4 Phasing rare mutations in HiFi metagenomic data

Given a set of identified mutations in a metagenome, the next step in assembling

strains of a microbe is phasing—for example, answering the question of whether identified

mutations at N positions within a MAG represent N alternate strains of this MAG (each

with a single mutation), a single alternate strain with N mutations, or something in

between. This strain separation problem [202] is important because strains with small

genomic differences may have vastly different phenotypes: for example, although some

Escherichia coli strains are harmless, others may cause disease outbreaks [51, 202]. The

detection and phasing of rare mutations are prerequisites for numerous downstream

applications, such as monitoring rare drug-resistant subpopulations [105]. It is therefore

important to identify as many rare mutations as possible—and to determine which of them

are carried together—while simultaneously controlling the FDR of these identifications.

We define a strain as a unique haplotype supported by the available sequencing

data, an approach analogous to that taken by [138] and [202]. The field of metagenomic

phasing is still in its early stages: Although previous studies have succeeded in separating

strains at the level of individual genes or other “genomic features” [27, 111, 155, 138],

strain separation at the level of a long region or even a complete genome is not yet a

solved problem, especially for high-complexity metagenomes [202].

Even though long-read technologies promise to resolve complete genomes of strains

within a bacterial community [14, 15, 48, 176], many long-read assemblers suppress

rather than reveal small variations to achieve high assembly contiguity [100, 98, 15].

Exceptions include the metaFlye assembler [97], which includes a “strain mode” (the

--keep-haplotypes flag) aimed at strain detection, and Strainberry [202], which starts

from a “strain-oblivious” assembly and iteratively phases it to generate a “strain-aware”

assembly. A critical factor for the success of strain separation in both metaFlye and

Strainberry is the amount of variation between strains—these tools typically succeed when
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the percent identity between the strains is below 97%–99% and when there are very few

(typically two to three) strains. Another important concern is the FDR of the identified

rare mutations, because false-positive mutations mislead strain separation tools. The

success of strain separation is thus dependent both on the reliable identification of rare

mutations and on the ability to control their FDR.

3.2.5 The strainFlye pipeline

Here we present strainFlye, a pipeline for the FDR-controlled identification, phasing,

and analysis of rare mutations in MAGs sequenced using long and accurate reads. Our

approach draws on seemingly unrelated yet very relevant prior work on estimating the FDR

of peptide identifications in proteomics. The first approach to peptide identification was

proposed in 1994 [43] and was followed by many other tools addressing the same problem.

However, it remained unclear how accurate these tools were and how to benchmark them:

The target-decoy approach (TDA) for computing the FDR of peptide identifications, which

revolutionized the field of proteomics, was introduced years afterward [129, 41, 40, 86].

Although FDR evaluation is now the requirement in proteomics, this is not the case in

studies of rare mutations in metagenomes. As accurate sequencing technologies enable

the identification of thousands of rare mutations within complete MAGs, more than can

be easily investigated manually, we believe that applying FDR estimation to this process

will become a requirement. We describe an analog of the TDA for evaluating the FDR of

identified rare mutations in a metagenome and further extend this idea by developing a

context-dependent TDA.

We show that deep HiFi-based sequencing can reveal tens of thousands of mutations

(with controlled FDR) in a MAG and that these mutations can form hotspots (that may

point to selection) and coldspots (that can be used for designing drugs targeting such

regions), and we present new methods for phasing these mutations.
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HiFi reads

Metagenome assembly

Mutation FDR curves Phasing
Link graphs Smoothed haplotypes

   Mutation matrices Hotspots and coldspots
Codon Amino acid

Diversity Index: X1 Diversity Index: X2 Diversity Index: X3

Diversity Index: X4 Diversity Index: X5 Diversity Index: X6

Growth dynamics

Mutation spectra
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Figure 3.1. strainFlye pipeline. Given a metagenome assembly of HiFi reads, strainFlye
identifies rare mutations in each MAG, estimates their FDR, performs phasing analyses
using these mutations, identifies hotspots and coldspots of mutations, produces MAG-
specific codon and amino acid mutation matrices, and computes information about MAGs’
growth dynamics.

3.3 Results

3.3.1 Demonstrating strainFlye

Figure 3.1 illustrates the strainFlye pipeline. The only two required inputs to

strainFlye are a HiFi read-set and the contigs (in the case of metaFlye output, edge

sequences) assembled from these reads. strainFlye can also optionally take as input an

assembly graph indicating contigs’ adjacencies for use in adjusting one of the alignment

filtering steps (Appendix B.1, “Read alignment”).

To benchmark strainFlye, we used a HiFi read-set from a sheep gut metagenome

(section 3.5, “Methods”) [97, 15]. This read-set is herein referred to as “SheepGut.” We

selected this data set because it resulted in, as of writing and to our knowledge, the largest

number of complete MAGs among all metagenomic data sets analyzed so far [15]. The

data set includes 22,118,393 reads with total length 255,708,236 kbp and average length

11.6 kbp.
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We assembled the SheepGut data set using metaFlye [97]). The resulting assembly

graph includes 78,793 edges (468 of which have lengths of at least 1 Mbp) distributed

across 45,988 weakly connected components. Appendix B.2, “Assembly graph” (Figure

B.1) provides further details about this assembly graph and how we ran metaFlye.

We classify a contig as high-coverage if its coverage is at least minCov (default

value 1000x) and long if its length is at least minLength (default value 1 Mbp). We

selected three high-coverage and long contigs from the SheepGut metaFlye assembly graph

to illustrate various steps of strainFlye’s pipeline. These three “selected MAGs” are

herein referred to as CAMP, BACT1, and BACT2, as abbreviations of their respective

Kaiju [124] taxonomic classifications: Campylobacter jejuni, Bacteria, and Bacteroidales.

Appendix B.2, “Assembly graph” (Table B.1; Figure B.2) and Appendix B.3, “Coverages

and deletion-rich positions” (Figures B.3; B.4; B.5) provide further information about

these MAGs and their coverages.

The bulk of this paper’s analyses focus on the SheepGut data set; however, we

provide a brief demonstration of strainFlye on another HiFi metagenomic data set (referred

to as “ChickenGut”) in Appendix B.4, “Demonstrating strainFlye on the ChickenGut

dataset”.

3.3.2 Computing mutation spectra

We use the term mutation spectrum to refer to the collection of mutation frequencies

across all positions in a contig. We found that applying LoFreq [213] to the large SheepGut

readset was time-consuming (Appendix B.5, “Applying LoFreq to the SheepGut dataset”).

Below we show that, in the case of HiFi reads, a simple variant calling method (herein

referred to as NaiveFreq) generates similar sets of rare mutations as LoFreq in a fraction

of the time. We limit our focus to substitution mutations because the substitution-based

error rate in HiFi reads is an order of magnitude smaller than the indel-based error rate

[210].
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Given an alignment of reads to contigs (Appendix B.1, “Read alignment”), for each

position pos in a contig, we consider the number of reads spanning this position with a

match/mismatch operation in the alignment (spelling one of the four nucleotides A, C, G,

or T; we ignore degenerate nucleotides aligned to a position). We define the sum of the

numbers of these reads as reads(pos). We define the number of reads of the second-most

common nucleotide aligned to pos as alt(pos) (breaking ties arbitrarily).

NaiveFreq estimates the mutation frequency of pos as freq(pos) = alt(pos)
reads(pos)

; this

value is constrained to the range [0%, 50%]. Given a frequency threshold percentage

p ∈ (0%, 50%], NaiveFreq classifies a position pos as a p-mutation if freq(pos) ≥ p and if

alt(pos) ≥ minAltPos (by default, we set minAltPos = 2 because, in general, a single

read with an alternative nucleotide is an unreliable indicator of a mutation). For the sake

of simplicity, we only consider single-allelic mutations (i.e., we do not attempt to call

multiple p-mutations at a given position), although the methods proposed in this paper

could be extended to account for multiallelic mutations.

NaiveFreq is implemented in strainFlye’s pipeline in the strainFlye call

p-mutation command. On its own, NaiveFreq is not especially useful: p-mutations

represent a very primitive way of defining mutations. NaiveFreq’s utility comes from

the ease with which we can vary p to produce many sets of identified mutations for a

contig. As we will show, this property will simplify the process of generating an FDR

curve [86] that shows how an increase in the number of identified mutations impacts the

FDR estimate associated with these identifications.

3.3.3 The target-decoy approach for estimating the FDR of
identified mutations

Whether rare mutations are identified by a state-of-the-art algorithm like LoFreq

[213] or through NaiveFreq, it is important to estimate their FDR. In the absence of widely

adopted realistic simulation models of errors in HiFi reads, we propose an analog of the
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target-decoy approach (TDA) commonly used in areas of bioinformatics without realistic

simulation models for data generation [40, 64].

In proteomics, the key idea of the TDA is to use a decoy protein database (that

has no real matches with observed mass spectra) to evaluate the FDR of spectral matches

against a real protein database [40, 86]. We contend that the FDR of identified rare

mutations in a given contig can be evaluated similarly, using a contig without any (or with

very few) real rare mutations as our decoy.

Estimating the FDR of identified mutations in a contig using the TDA necessitates

first attempting to select a decoy contig within a metagenome that does not contain any

real mutations. We can then apply a mutation identification tool to this decoy contig

(containing L positions), assume that all M identified mutations in the decoy contig are

false, and compute a mutation rate ratedecoy = M
3L

. The multiplication by three in the

denominator accounts for how there are three possible single-nucleotide mutations at each

position. Afterward, if analysis of a different (“target”) contig using the same mutation

identification tool results in a mutation rate of ratetarget (computed analogously as Mtarget

3Ltarget
),

we can estimate the FDR of the identified mutations in the target contig as
ratedecoy
ratetarget

. (We

note that our use of the term “mutation rate,” which represents the ratio of the numbers of

observed and possible mutations, differs somewhat from the commonly used definition of

the mutation rate as the number of mutations per base pair per generation—for example,

as used in [9].)

Applying the TDA in this way faces the immediate challenge that “ideal” decoy

contigs without any real mutations are unlikely to exist within a metagenome. Therefore,

the estimate
ratedecoy
ratetarget

represents an upper bound for the FDR that, depending on the

choice of decoy contig, may greatly inflate the estimated FDR. However, since our analysis

revealed great variations (by orders of magnitude) in mutation rates across various contigs

within a metagenome, we can simply select the least mutated contig and use it as a

(non-ideal but pragmatic) substitute for a decoy (section 3.5, “Methods”). We also modify
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the standard TDA to focus our FDR estimation on “rare” mutations with frequencies

below a configurable threshold, and thus limit the effects of “indisputable” mutations on

the estimation of realistic FDRs (section 3.5, “Methods”).

We note that the TDA was initially designed to estimate FDRs in situations without

an adequate model for data generation where many unknown factors affect the fidelity

of the data. As such, the TDA is well-suited for analyzing reads with poorly understood

sources of errors—for example, cross-talk between wells in the case of Illumina reads, or

the complex derivation of accurate HiFi reads from error-prone CLR reads. We emphasize

that the target-decoy approach results in an empirical FDR estimate, rather than an exact

formula for computing the FDR. Many recent papers [64, 90, 91, 42] discuss pros and

cons of the TDA, and describe modifications of it that result in even more accurate FDR

estimates.

Similarly to how the TDA is used in proteomics (in a way that does not explicitly

address complex effects such as internal ions, etc.), our use of the TDA for analyzing rare

mutations does not explicitly address complex effects such as well-cross talk, dimness, etc.

Instead of attempting to provide some sort of confidence score for individual mutation

identifications, the TDA estimates the fraction of erroneously identified mutations “at

bulk” within a target contig without trying to investigate their specific sources [64].

3.3.4 Estimating the FDR of identified rare mutations using
the TDA

At p = 0.5%, NaiveFreq identifies 249, 17,069, and 1,632 rare (freq(pos) < 5%,

as described in section 3.5, “Methods”) p-mutations in CAMP, BACT1, and BACT2,

respectively. This illustrates that there exists a difference of nearly two orders of magnitude

in mutation rates across these MAGs (6.4× 10−5, 2.6× 10−3, and 1.9× 10−4 for CAMP,

BACT1, and BACT2, respectively). If CAMP, which has a relatively low mutation rate, is

selected as a decoy, then the FDR for BACT1 at p = 0.5% is estimated as 6.4×10−5

2.6×10−3 ≈ 2.4%
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(Figure 3.2). For comparison, Appendix B.5, “Applying LoFreq to the SheepGut dataset”

demonstrates this estimation process using LoFreq outputs on the three selected MAGs.

Appendix B.6, “Growth of the number of p-mutations per megabase as p decreases”

(Figure B.8) illustrates how the number of p-mutations in the three selected MAGs grows

as the frequency threshold p decreases. Each value of p we use to call p-mutations implies a

mutation rate for the decoy and target contig alike; Figure 3.2 shows multiple FDR curves

[86] for eight high-diversity-index (section 3.3.7, “Diversity indices”) target contigs in the

SheepGut dataset, computed by adjusting the values of p used. The orange curves in this

figure use the entirety of CAMP as a decoy contig; the other curves use context-dependent

decoy contigs constructed from CAMP, as will be described shortly, to provide different

estimates of the FDR. Appendix B.4, “Demonstrating strainFlye on the ChickenGut

dataset” (Figure B.6) provides an analogous version of this figure for the ChickenGut

dataset.

The strainFlye fdr estimate command performs decoy contig selection and

FDR estimation; furthermore, given the resulting FDR estimates, the strainFlye fdr

fix command selects the “optimal” value of p for each target contig and filters each target

contig’s identified rare mutations to match this threshold value (section 3.5, “Methods”).

3.3.5 Context-dependent TDA

The described approach to FDR estimation, although useful, suffers from the

fact that—even in relatively-low-mutation-rate contigs like CAMP—many näıvely called

mutations represent real rather than false variations. To address this, we describe a

context-dependent target-decoy approach based on the observation that certain types of

mutations are rarer than others. Some positions in a genome are less likely to mutate

than other positions, and some specific mutations at a given position are less likely to

occur than other mutations. Thus, constructing a decoy contig consisting solely of these

relatively mutation-resistant positions and/or mutation types should result in a more
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Figure 3.2. FDR curves for eight target contigs in SheepGut. We generate each FDR
curve by using NaiveFreq to identify p-mutations in a selected decoy contig (CAMP) as
well as the target contig, varying p from 4.99% to 0.15% in increments of 0.01%. (Top)
Demonstration of four basic decoy contexts, resulting in four FDR curves per target contig.
The “Full” context considers all mutations in all positions of the decoy contig; the “CP2”
context considers all mutations in only positions located in the second codon position of a
single predicted gene in the decoy contig; the “Tv” context only considers transversion
mutations in all positions of the decoy contig; and the “Nonsense” context only considers
single-nucleotide nonsense mutations in only positions located in a single predicted gene in
the decoy contig. (Bottom) Demonstration of ten decoy contexts, using BACT1 as the
target contig. In addition to the four contexts shown in the above plots, this includes the
“Nonsyn” context (corresponding to nonsynonymous mutations) as well as combinations of
contexts (Appendix B.8, “Nonsynonymous, nonsense, and transversion decoy contexts”).
Fixing the estimated FDR to 1% (indicated by the vertical dashed line shown in all plots)
implies a “best” (smallest) value of p for a target contig that allows calling the rarest
p-mutations while keeping the estimated FDR ≤ 1%: for BACT1, these values are listed
in the legend for each decoy context. For clarity, we circle and label certain values of p on
the “Full” curve.
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accurate FDR estimate.

Codon positions (CPs) are a simple example of this. Mutation rates vary sharply

across the first, second, and third CPs (CP1, CP2, and CP3) within protein-coding regions

of genomes [16]: In general, mutations in CP3 are less likely to change the amino acid

encoded by a codon than mutations in CP2 or, to a lesser extent, mutations in CP1.

Given predicted protein-coding genes in a data set’s contigs (section 3.5, “Methods”), we

define four “groups” of positions for each contig: first/second/third positions of codons

(CP1/CP2/CP3) and noncoding positions (positions located outside of predicted genes).

We ignore positions that are located within multiple predicted genes owing to gene overlap.

If we define MP as the number of mutated positions identified within a group of positions

P , we would expect MCP2 < MCP1 < MCP3 [16]. Figure 3.3 and Figure B.9 show that, on

the three selected MAGs, this property holds for the mutations called by NaiveFreq at

many values of p as well as for the mutations called by LoFreq. Appendix B.7, “Codon

position analysis details” presents additional information about the details of this analysis.

This result suggests that computing the decoy contig mutation rate as MCP2

3LCP2
may

yield a more realistic FDR estimate. We refer to this modification as a decoy context that

we apply to the original decoy contig; Figure 3.2 shows the use of this “CP2” decoy context

for the CAMP decoy contig, showing that it generally lowers FDR estimates compared

with using all of CAMP as a decoy contig.

Besides CPs, there exist other candidate events that show a sharp contrast be-

tween various mutation types and thus present promising options for the construction of

decoy contigs. Whether owing to selection or other vagaries of the processes by which

mutations occur, we expect nonsynonymous, nonsense, or transversion mutations to be

rarer, respectively, than synonymous, non-nonsense, or transition mutations [180, 204].

Appendix B.8, “Nonsynonymous, nonsense, and transversion decoy contexts” confirms

this (Figure B.10) and describes how strainFlye constructs decoy contexts using these

“rarer” types of mutations; Figure 3.2 includes additional FDR curves produced using decoy
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Figure 3.3. Rare mutation frequencies vary across codon positions in the three selected
MAGs. This plot includes variant calls from LoFreq (top row) and results from NaiveFreq
for p ∈ {2%, 1%, 0.5%, 0.25%, 0.15%} (bottom rows). The expected “pattern” of codon
position mutation frequencies (MCP2 < MCP1 < MCP3) holds for all plots except for the
case of CAMP at p = 0.5% (the title for this plot is highlighted in red). As discussed in
Appendix B.5, “Applying LoFreq to the SheepGut dataset” (Figure B.7), LoFreq’s results
are similar to NaiveFreq’s at p = 2%. To focus this visualization on “rare” mutations,
we limit the mutations included in all rows (including LoFreq’s) to those located in
positions at which freq(pos) < 5% (section 3.5, “Methods”). We also treat positions
where LoFreq called multiple mutations as if only a single mutation were called at this
position (Appendix B.5, “Applying LoFreq to the SheepGut dataset”). Appendix B.7,
“Codon position analysis details” (Figure B.9) shows an alternate version of this figure, in
which y-axis values are normalized by the total number of positions considered in order to
make plots from different MAGs more easily comparable.
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contexts of possible nonsynonymous, nonsense, and transversion mutations, as well as

various combinations of these contexts and the aforementioned CP2 context.

These analyses focus on p-mutations, in which mutation frequencies are used to

call a position as mutated or not. Frequencies are useful for this task because they enable

the (imperfect) comparison of positions or contigs with different coverages; Appendix B.9,

“Identifying mutations based solely on read counts” discusses an alternative method for

calling mutations based solely on read counts.

3.3.6 Codon and amino acid mutation matrices

Proteins are usually compared using the PAM [35] or BLOSUM [72] matrices, based

on frequencies of amino acid substitutions over large evolutionary distances (millions of

years). It remains unclear whether these matrices are well suited for comparing proteins

encoded by strains that are separated by short evolutionary distances. The complete

metagenomics approach [15] provides the potential to derive MAG-based analogs of these

matrices for short evolutionary distances. Moreover, it allows the extension of amino acid

substitution matrices into more informative codon substitution matrices. To illustrate

the potential of this approach, Appendix B.10, “Constructing and visualizing mutation

matrices” describes the construction of these matrices in detail and shows visualizations

of them (Figures B.11; B.12; B.13) for the three selected MAGs.

3.3.7 Diversity indices

Below we describe the diversity index that quantifies the widely varying mutation

rates across different species within a metagenome. Diversity indices are useful as a way to

select a decoy contig for use with the TDA (section 3.5, “Methods”), and the strainFlye

call p-mutation command outputs diversity indices for this reason.

We compute diversity indices relative to a given p threshold for näıvely call-

ing p-mutations. We define a position as sufficiently covered if its coverage is at least

72



minSuffCov, a threshold that is computed as a function of p (such that lower values

of p generally correspond to a larger minSuffCov). We then define the diversity index

of a contig G as the number of mutations called in the sufficiently covered positions in

G, divided by the total number of sufficiently covered positions in G (given the selected

p threshold value). Appendix B.11, “Diversity index details” provides details on these

definitions and their motivations.

We note that computing the diversity index of a complete bacterial genome in the

context of short-read metagenomics is problematic, because studies using short reads alone

struggle to assemble complete genomes; however, the emergence of complete metagenomics

[15] has opened the possibility of reconstructing many complete MAGs from a microbial

sample and thus analyzing their diversity indices. Figure 3.4 shows great variation in the

diversity indices of the MAGs in the SheepGut data set.

3.3.8 Genomic locations of mutations

Given a set of identified mutations, strainFlye supports the identification of basic

hotspots and coldspots [213, 175].

We define the mutation rate of a feature (an arbitrary region in a genome, e.g.,

a predicted gene) as the fraction of mutated positions in this region. The strainFlye

spot hot-features command takes as input a list of genomic features in contigs and

identifies “hotspot” features given simple user-specified thresholds (the minimum number

of mutations a feature must have to be considered a hotspot and/or the minimum mutation

rate a feature must have to be considered a hotspot). Appendix B.12, “Hotspot genes in

the three selected MAGs” (Table B.2) provides information about various hotspot genes

for each of the three selected MAGs.

Figure 3.5 shows the mutation spectra of the highest-mutation-rate genes of the

three selected MAGs (using NaiveFreq results at p = 0.5%). The genes shown in Figure 3.5

(top, bottom) show essentially binary splits between their positions’ mutation frequencies.
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Figure 3.4. Diversity indices vary widely across the 468 long contigs in SheepGut. Smaller
values of p allow us to “call” increasing amounts of p-mutations in a MAG, at the cost of
requiring higher sequencing coverage to reliably distinguish these mutations from errors
(we note that this differs from ordinary usage of NaiveFreq, which does not explicitly take
coverage into account). Appendix B.11, “Diversity index details” provides details about
some of the high-diversity-index contigs shown in this figure and about how minimum
sufficient coverages are determined for each value of p (we use minReadNumber = 5 here).
The diversity index values for the three selected MAGs are highlighted on each row of the
histogram as vertical lines. Although it is shown in Figure 3.3, we have omitted p = 0.15%
from this figure because its minimum sufficient coverage is 3333.33x; the only MAG that
is sufficiently covered for this value of p is CAMP.
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However, the gene shown in Figure 3.5 (middle) offers a less clear interpretation: There

exist three main groups of positions with high mutation frequencies (with frequencies

∼ 1%–2%, 4%–5%, and 6%–7%) covering this gene, as well as a group of mostly unmutated

positions. Appendix B.13, “Identifying strains in the most mutated gene of BACT1”

(Figure B.15) uses long reads to inspect the structure of mutations within this gene and

analyze whether they are indeed associated with four different strains.

Appendix B.14, “Plots of mutation locations” (Figure B.16) visualizes the locations

of mutations in CAMP, BACT1, and BACT2; this visualization shows that there exist clear

“coldspot” gaps between mutations, noticeably in BACT1 (Table B.3). The strainFlye

spot cold-gaps command can identify these gaps and compute the probability of the

largest gap in a contig being of at least a certain length (Appendix B.15, “Investigating

coldspots”).

3.3.9 Growth dynamics of a metagenome

Since short-read sequencing rarely results in the assembly of complete MAGs,

methods for analyzing microbes’ growth dynamics using short-read sequencing data

[99, 85] typically rely on reference databases. By improving initial MAG completeness,

deep HiFi sequencing provides us the ability to analyze MAGs’ growth dynamics completely

de novo; Appendix B.16, “Growth dynamics” (Figure B.17) illustrates that this analysis

represents yet another benefit of “complete metagenomics.”

3.3.10 Phasing identified mutations

The ability to call many mutations with controlled FDR in a contig is essential for

phasing the strain-level haplotypes represented in this contig, because haplotype phasing

relies on the presence of reads that span multiple mutations [138]. Fortunately, long

and accurate HiFi reads simplify the process of phasing detected mutations and thus

performing strain separation.
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Mutation spectra of three highly-mutated genes

Figure 3.5. Mutation spectra of highly mutated genes in the three selected MAGs.
Each plot shows freq(pos) for every position pos within the selected gene; each of these
genes has the highest mutation rate in its parent MAG (for NaiveFreq mutation calls at
p = 0.5%) and is thus described in the corresponding MAG’s first row in B.2. We exclude
deletions from the denominator of freq(pos) (similar to most of the other analyses in
this paper), which is responsible for some of the “jumps” in the middle plot (gene 868
in BACT1). Positions are colored by their codon position within the gene, using colors
matching those in Figure 3.3. These figures are analogous to other plots of variation along
a gene sequence in the literature, for example Figure 1 in [198]. Figure B.14 in Appendix
B.12, “Hotspot genes in the three selected MAGs” visualizes the coverages of each of these
genes.
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To reveal the conserved and diverged regions in various strains of a contig, the

strainFlye smooth module attempts to construct the de Bruijn graph [30] of these strains,

not unlike the de Bruijn graphs that are used for analyzing variations among various human

genomes [81]. Because errors in reads make this graph very complex, the first command

in this module, strainFlye smooth create, converts reads aligned to a given contig to

“smoothed reads,” which match the assembled contig at all positions except for those

positions in the read aligned to identified mutations (section 3.5, “Methods”). In addition

to smoothed reads, strainFlye smooth create also constructs “virtual reads” to fill in

low-coverage regions in contigs and maintain contiguity (section 3.5, “Methods”). The

next command, strainFlye smooth assemble, uses LJA [8] to construct the multiplex

de Bruijn graph of the collection of smoothed and virtual reads for each contig (section

3.5, “Methods”).

Figure 3.6 and Figure B.21 show visualizations of the multiplex de Bruijn graphs

produced by LJA given the smoothed and virtual reads produced for each of the three

selected MAGs. Ideally, these smoothed reads would have been assembled perfectly, such

that one isolated edge would exist for each unique haplotype. The graphs shown here do

not reach this ideal, but they come close: Many regions of these MAGs are now represented

as linear sequences of “bubbles” representing the variation between haplotypes at a given

position in the MAG.

In addition to the smooth module, strainFlye also provides the link module for

strain analysis. This module constructs a link graph representing the alleles at each

mutated position in a contig, and the frequencies with which these alleles are linked by

reads. These graphs, described in Appendix B.17, “The link graph structure for haplotype

visualization” (Figures B.18; B.19), can be helpful as a visualization tool of what regions

of a contig can be phased from the available data.
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Figure 3.6. Multiplex de Bruijn graph produced by LJA for CAMP’s smoothed and
virtual reads. We generated smoothed reads based on mutations identified by NaiveFreq
at p = 1%. This is a MetagenomeScope visualization [46] of the GFA file produced by
LJA. Gray pentagons (nodes in this visualization) correspond to “segments” described
in this GFA file, which in turn correspond to edges in the de Bruijn graph. Blue regions
of the graph indicate “bubble” patterns MetagenomeScope identified in the graph [125],
highlighted for clarity. Segments colored in pink represent segments that are shared
between multiple bubbles: MetagenomeScope duplicates segments (creating a link between
the two copies of a duplicate segment) in order to simplify the visualization of adjacent
bubbles in the graph. This visualization makes clear that the entire de Bruijn graph
can be represented as a linear sequence of bubbles. This topology is consistent with the
expected structure of an assembly graph of multiple strains of a genome, for example, as
shown in Figure 4 of [97]; the branching paths in these bubbles likely represent strain-level
diversity. The rightmost two bubbles in the graph are shown up in a box below the
main drawing of the graph. The six dark-colored segments highlighted in the rightmost
bubble correspond to the segments that overlap gene 1217, the most mutated gene in
CAMP (Figure 3.5, top). There exist three paths through these segments’ bubbles: the
top two paths correspond to the “reference” haplotype of gene 1217 and the bottom path
corresponds to the “alternate” haplotype of gene 1217 (Appendix B.18, “Haplotypes of
the most mutated gene in CAMP”; Figure B.20). The reason for the reference haplotype
being represented by two distinct paths is that these paths cover other mutated positions
located earlier in CAMP.
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3.4 Discussion

We have presented strainFlye, a pipeline for the identification and analysis of

rare mutations within MAGs sequenced using HiFi reads. We showed variations in the

frequencies of mutations between CPs and mutation types within MAGs, variations in

the numbers of mutations across MAGs in a data set, the identification of hotspots and

coldspots of mutations, and the ability of HiFi reads to link mutated positions throughout

large portions of MAGs.

These advances set the stage for further improvements in identifying mutations and

phasing using complementary linked read technologies, such as reads generated using Hi-C

[20] or TELL-seq technology [26]. Complementary short-read sequencing technologies,

as well, hold promise for further improving our confidence in the identification of rare

mutations [15, 119].

We note that the methodologies developed here could have uses not only in isolation

but also as extensions to existing tools for variant calling and metagenomic data analysis.

Recent work on optimizing LoFreq in the context of high-coverage viral data sets [92]

has highlighted the potential for the community to continue to refine existing methods to

handle the ever-increasing challenges associated with new types of data.

Although HiFi reads simplify many tasks in metagenomic data analysis, there

remain countless open problems. One such problem is the study of lethal positions: A

bacterial gene is classified as lethal (nonlethal) if its deletion allows (does not allow) an

organism to survive under some defined conditions [214]. Although identification of all

lethal SNVs in a bacterial genome provides much more information than identification of

all lethal genes [215], finding these mutations remains an open problem. Moreover, even

the simpler problem of identifying a large set of nonlethal mutations in a bacterial genome

remains an open problem. Information about such sets is valuable because it can inform

various studies, for example, analyses of positions in a genome that lead to antibiotic
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resistance [105].

We have shown the possibility of revealing tens of thousands of putatively nonlethal

mutations in multiple MAGs in SheepGut (Figure 3.2) using deep metagenomic sequencing.

Even though this example represents—for any of these MAGs alone, to our knowledge—

the largest collection of rare mutations in a bacterial genome reported to date, the true

extent of diversity in a bacterial community (when the frequency threshold is reduced and

the coverage increases by an order of magnitude) remains unknown. Future “ultradeep”

sequencing projects (e.g., with coverages as large as 100,000x) may shed light on this

question and narrow the set of lethal mutations in bacterial genomes.

3.5 Methods

3.5.1 Automatically selecting a decoy contig

In the SheepGut data set, CAMP serves as a long high-coverage decoy contig with

relatively few rare mutations (Figures 3.3; 3.4) However, there is no guarantee that such

a contig will exist in an arbitrary data set. The strainFlye fdr estimate command

allows the user to automatically select (or to specify) a decoy contig.

To automatically select a decoy contig, strainFlye first identifies the set of all long

high-coverage contigs (section 3.3.1, “Demonstrating strainFlye”). If this set is empty,

strainFlye will raise an error explaining the situation to the user; this situation implies

that the user will need to lower the minLength and minCov thresholds in order to find a

decoy contig. If this set consists of a single contig, strainFlye will select it as the decoy.

If there are n long high-coverage contigs, strainFlye makes use of diversity index

information computed for a set D of various values of the frequency threshold p (section

3.3.7, “Diversity indices”). Each entry in D implies an n-dimensional vector of diversity

indices computed for this threshold value (with one entry for each long high-coverage

contig). Because the diversity index can be undefined for low-coverage contigs, depending
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on the minimum sufficient coverage for the corresponding value of p (Figure 3.4; Appendix

B.11, “Diversity index details”), strainFlye focuses only on the Dgood ⊆ D threshold

values for which at least two long high-coverage contigs have defined diversity indices.

If |Dgood| = 0, that is, no vector of diversity indices has at least two long high-coverage

contigs with defined diversity indices, strainFlye raises an error explaining the situation to

the user.

If |Dgood| ≥ 1, then, for each of the corresponding “good” vectors of diversity

indices, strainFlye finds the minimum and maximum diversity index across the long

high-coverage contigs. It then assigns each of these contigs a score in the range [0, 1] using

linear interpolation: The contig with the lowest diversity index in this vector is assigned a

score of zero, the contig with the highest diversity index in this vector is assigned a score

of one, and all other contigs with defined diversity indices are scaled in between. Contigs

in this vector with an undefined diversity index are assigned a score of one in order to

penalize them for not being sufficiently covered.

Finally, strainFlye computes a total score for each long high-coverage contig by

summing its scores for each of the |Dgood| diversity index vectors. The contig with the

lowest total score is selected as the decoy contig, breaking ties arbitrarily.

We note that there is no guarantee that any of the long high-coverage contigs will

have a “low” amount of rare mutations; it may be the case that all of these contigs have

high diversity indices. In this case, the automatic selection process will select a decoy

contig with a relatively high mutation rate, and strainFlye will thus produce inflated FDR

estimates. This is an inherent downside of the TDA; however, we expect that the rising

sizes of sequencing data sets will increase the likelihood of suitable decoy contigs existing.

3.5.2 Accounting for indisputable mutations

We classify a p-mutation as indisputable if its mutation rate freq(pos) (defined in

the section 3.3.2, “Computing mutation spectra”) is greater than or equal to a specified
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highFrequency threshold (default value 5%) and as a rare mutation otherwise. Although

the reliable identification of rare mutations (with frequencies below the error rate in reads)

is a challenging task, nearly all indisputable mutations are real, especially in high-coverage

MAGs like those studied in this paper. When computing the mutation rates of a decoy

or target contig G (with MG mutations and length LG), as discussed in the section 3.3.3,

“The target-decoy approach for estimating the FDR of identified mutations”, we thus

redefine rateG = Mrare

3LG
, where Mrare is the number of rare mutations in the contig. This

modification can lower the computed mutation rates for a given contig and thus result in

more realistic FDR estimates.

3.5.3 Fixing the estimated FDR of identified rare mutations in
a target contig

We have described how to use the TDA to estimate the FDR of a set of identified

rare mutations in a contig and to draw an FDR curve for this contig. Given a user-

configurable upper bound f on the estimated FDR of rare mutation identifications (e.g.,

f = 1%, as shown in Figure 3.2), the strainFlye fdr fix command can fix the estimated

FDR for a target contig to be ≤ f as follows.

First, we select the lowest value of p at which the estimated FDR for this contig is

≤ f . Because our FDR estimates do not necessarily increase monotonically as p decreases

(Figure 3.2), the vertical line implied by fixing the FDR to a given upper bound may

be crossed by a target contig’s FDR curve multiple times [86]. However, the number of

mutations per megabase produced by a given p value in the target contig does increase

monotonically as p decreases. Because of this, the lowest threshold value yielding an

acceptable estimated FDR corresponds to the largest set of rare mutations for this target

contig with an acceptable estimated FDR.

Because we have assumed that all “indisputable” mutations (section 3.5, “Methods”)

are correct, strainFlye outputs—for each target contig—the set of all rare mutations
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supported by the “optimal” value of p selected, as well as the set of all indisputable

mutations. strainFlye also outputs the set of all indisputable mutations within the decoy

contig, although it does not output any rare mutations from the decoy contig (as of writing,

this is performed regardless of the decoy context used). These mutations can be used as

the starting point for downstream analyses (e.g., phasing).

We note that, for p-mutations, the level of granularity used in varying p can have

an impact on the selection of this “optimal” value. strainFlye’s pipeline adjusts p in

increments of 0.01% (Figure 3.2; B.8), which we expect should be sufficient for most

current data sets.

3.5.4 Predicting protein-coding genes in contigs

Many of the described “decoy contexts” in section 3.3.5, “Context-dependent TDA”,

as well as many of the other shown analyses, rely on the availability of gene predictions:

We compute these using Prodigal [80]. Notably, we use Prodigal’s -c option in order to

disallow the prediction of incomplete genes that run off the end of a contig; this restriction

simplifies these analyses. For the three selected SheepGut MAGs shown in this paper, we

ran Prodigal in its “normal” or “single” mode (processing one contig at a time): This

matches the behavior of strainFlye fdr estimate when the decoy context(s) requested

by a user requires gene predictions in the decoy contig.

We note that our use of Prodigal makes the implicit assumption that the contigs

on which we run it are prokaryotic. It should be feasible to extend our analyses to work

with alternative gene prediction tools if desired, although for now we have focused our

efforts on analyzing prokaryotic contigs.

3.5.5 Constructing smoothed reads

Given a set of identified mutations in a contig, and a read aligned to this contig,

we identify all mutated positions in the contig to which a linear alignment of this read has
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(mis)match operations. We then convert each linear alignment of this read to the contig

into a “smoothed read” that completely matches the contig, with the exception of the

read’s nucleotides at all identified mutated positions spanned by the alignment.

This process involves some simplifying assumptions: For one, it necessarily ignores

both indels and non-“identified” single-nucleotide mutations. If a read’s nucleotide at

any of the identified mutated positions to which it has a (mis)match operation does not

match the “reference” or “alternate” nucleotide at this position (in the case of mutations

identified by NaiveFreq, these two will always correspond to the first- and second-most

common nucleotide at a position), then we discard this alignment of this read and do not

generate a smoothed read from it. This operation implicitly ignores the contig’s “reference”

nucleotide at this mutated position, so there is the (unlikely) possibility for the reference

nucleotide at an “unreasonable” position (where the reference and consensus nucleotide

disagree) (for discussion, see Appendix B.12, “Hotspot genes in the three selected MAGs”)

to be completely unrepresented in the smoothed reads if it is not the “reference” or

“alternate” nucleotide at a mutated position. Similarly, if a read spans a mutated position

with a deletion, we discard this alignment of this read.

We note that these “discarding” steps are only applied to individual linear align-

ments of a read at a time; for example, a read with two linear alignments (one “representa-

tive,” one supplementary) (https://samtools.github.io/hts-specs/SAMv1.pdf) to a contig

could result in the creation of zero, one, or two smoothed reads for this contig. The input

alignment file should not contain any secondary alignments or overlapping supplementary

alignments on a contig (Appendix B.1, “Read alignment”) so, even if a single read is

converted to multiple smoothed reads in a contig, these smoothed reads should all cover

disjoint regions within the contig.

This can lead to the generation of smaller haplotype assembly graphs than may be

expected, because we effectively ignore haplotypes that disagree with any of the identified

mutations in a contig. This is a likely factor in why the BACT1 assembly graph (shown

85

https://samtools.github.io/hts-specs/SAMv1.pdf


in Figure B.21 in Appendix B.19, “Smoothed haplotype assembly graphs”) is simple

compared with the CAMP and BACT2 assembly graphs: Similar to how BACT1 has an

order of magnitude more p = 1% mutations (22,415) than CAMP (83) and BACT2 (380),

BACT1 has an order of magnitude more p = 1% mutations with at least one deletion in

their pileup (8269 / 22,415) compared with CAMP (57 / 83) and BACT2 (274 / 380).

This results in a comparatively large number of reads being discarded when attempting to

generate smoothed haplotypes for BACT1.

Finally, we note that this process also splits supplementary alignments of a single

read into distinct smoothed reads because it is unclear how to produce a single smoothed

read from a read that has multiple alignments to a contig. However, because of the filtering

of overlapping supplemental alignments described in Appendix B.1, “Read alignment”

these distinct smoothed reads should not overlap with each other on a contig.

3.5.6 Constructing virtual reads

Assembly and/or alignment artifacts can lead to certain positions in a MAG having

relatively low coverage. These coverage drops—for example, the drops shown in Appendix

B.3, “Coverages and deletion-rich positions”—complicate the assembly of haplotypes

of these nonetheless already-assembled MAGs. Positions without any coverage at all

will split the resulting de Bruijn graph, and positions with low coverage can still result

in discontiguous assemblies owing to assemblers treating these regions’ corresponding

smoothed reads as erroneous. To address this problem, we create virtual reads that can

span uncovered or low-coverage positions in a MAG. We note that the term “virtual reads”

is used in a similar context in [8].

Consider a MAG with average coverage Cm, defining the coverage at each position

only based on the number of matching and mismatching reads in the input alignment

(ignoring deletions). We define a position with coverage (based only on smoothed reads)

Cp in this MAG as low-coverage if Cp < minWellCovFrac ·Cm, where minWellCovFrac
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is a percentage in the range [0%, 100%] (default value 95%). We chose this default value

based on testing LJA with the smoothed and virtual reads constructed from CAMP until

the resulting assembly became contiguous, as is shown in Figure 3.6. To construct virtual

reads, we identify all “runs” of consecutive low-coverage positions in the MAG. For each of

these runs, we define its average coverage as Cr. We then create a virtual read that matches

the MAG “reference” sequence at all positions throughout this run, as well as vrF lank

(default value 100) positions before and after the start and end of the run (clamping to

the start or end of the MAG as needed, in case the run is close to a boundary of the

MAG). Finally, we generate round(Cm − Cr) copies of this virtual read in order to “lift”

the coverage throughout this run of low-coverage positions to roughly match Cm.

Like the construction of smoothed reads, the construction of virtual reads also

involves making some concessions; for example, in the case in which an identified mutation

occurs within a virtual read or its flanking vrF lank positions, we simply set the virtual

read’s nucleotide at this mutated position equal to the MAG reference. Or, in strange

circumstances, the flanking positions in the virtual reads created for a low-coverage region

might overlap the virtual reads generated for other nearby low-coverage regions. These

artifacts may cause undesirable effects in the haplotype assembly process. We have

nonetheless found that using virtual reads, in addition to just smoothed reads, helps

improve the contiguity of the multiplex de Bruijn graphs produced by LJA.

Lastly, we note that we do not construct virtual reads that connect the end and

start of a MAG, even if this MAG is represented in the original assembly graph as a

single circular contig (e.g., as BACT1 and BACT2 are). Although this can have the effect

of linearizing circular contigs, we expect that this should not make a large difference in

downstream analyses using the resulting smoothed haplotypes.
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3.5.7 Assembling smoothed and virtual reads

After constructing smoothed and virtual reads, the strainFlye smooth assemble

command provides these reads as input to LJA, an assembler designed for HiFi reads [8].

We run LJA without its error correction (mowerDBG) step; instead, we apply a simple

k-mer coverage filter that removes very-low-coverage edges from the initial de Bruijn graph

generated by LJA’s jumboDBG tool. This method of running LJA is compared against

other assembly methods and discussed in detail in Appendix B.18, “Haplotypes of the

most mutated gene in CAMP”.

3.5.8 Data sets

The SheepGut read-set is available at the NCBI BioProject database (https:

//www.ncbi.nlm.nih.gov/bioproject/) under accession number PRJNA595610. We used

the HiFi sequencing data from accession IDs SRX7628648 and SRX10647529, in particular.

We note that although there exists additional Hi-C and Illumina short-read sequencing

data for SheepGut [15], we have only made use of the HiFi data (from the two accession

IDs given above) in this paper.

To simplify reproduction of our analyses, we have also made the metaFlye assembly

graph produced for the SheepGut data set (Appendix B.2, “Assembly graph”), which

represents a starting point for the analyses shown in this paper, available on Zenodo

(https://doi.org/10.5281/zenodo.6545141).

The chicken gut metagenome read-set is available at the NCBI Sequence Read

Archive (SRA; https://www.ncbi.nlm.nih.gov/sra) under accession number SRR15214153.

We retrieved the hifiasm-meta [48] assembly of this data set produced by [48] from Zenodo

(https://doi.org/10.5281/zenodo.6330282).
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3.5.9 Software dependencies

The strainFlye pipeline is implemented as a Python 3 command-line tool. The

pipeline code directly relies on pysam (https://github.com/pysam-developers/pysam),

pysamstats (https://github.com/alimanfoo/pysamstats), scikit-bio (http://scikit-bio.org),

NetworkX [65], pandas [211, 143], click (https://click.palletsprojects.com/), NumPy [196],

SciPy [203], SAMtools [107, 34], BCFtools [34], minimap2 [106], Prodigal [80], and LJA

[8].

The analyses shown throughout this paper (including Bash scripts, Python 3

scripts, and Jupyter notebooks) [95] additionally make use of metaFlye [97], CheckM

[145], barrnap [173], the SRA toolkit (https://github.com/ncbi/sra-tools), LoFreq

[213], the Integrative Genomics Viewer (IGV) [190], Bandage [212], MetagenomeScope

[46], Jupyter [95], nbconvert (https://nbconvert.readthedocs.io), scikit-learn [147],

matplotlib [78], Logomaker [187], and the neato [53] and sfdp [76] layout methods in

Graphviz [54]. We installed software primarily using conda (https://conda.io), mamba

(https://mamba.readthedocs.io), and pip (https://pip.pypa.io).

Finally, we note that we produced Figure 3.1 using LibreOffice Draw (https:

//www.libreoffice.org/discover/draw/) and GIMP (https://www.gimp.org/). We produced

the example link graphs shown within this figure, in particular, using Graphviz’ [54]

neato [53] layout method. We also modified the MetagenomeScope visualization of a

multiplex de Bruijn graph shown in Figure 3.6 using LibreOffice Draw, in order to add a

box highlighting a region of the graph.

3.5.10 Software availability

strainFlye’s code is available on GitHub (https://github.com/fedarko/strainFlye)

and as Supplemental Code S1, available online at https://www.genome.org/cgi/doi/10.11

01/gr.276917.122. Additional ad hoc code for performing the analyses shown in this paper
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is available on GitHub (https://github.com/fedarko/sheepgut) and as Supplemental Code

S2, available online at https://www.genome.org/cgi/doi/10.1101/gr.276917.122.
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Chapter 4

Efficient creation and visualization
of exact dot plot matrices

4.1 Abstract

Dot plots, which represent matches between two sequences, are popular visual-

ization methods for comparing sequences. The underlying matrix represented by a dot

plot, describing every k-mer shared between two sequences, can also have use besides

visualization—for example, in identifying synteny blocks, which typically manifest as

diagonal clusters of matching k-mers. However, many dot plot visualization tools do not

provide easy programmatic access to this matrix. In some cases this is attributable to the

fact that these tools do not actually create the “true” dot plot matrix: instead, many tools

attempt to reduce time or space requirements by creating an approximate representation of

this matrix (for example, by only identifying the most “significant” matches). Furthermore:

often we wish to display many dot plot visualizations in a single figure. This sort of figure,

in which many dot plots are “tiled” in a grid, can be useful for showing a high-level visual

overview of the similarities between many pairs of sequences (for example, the legs of bulges

in an assembly graph). Generating each of the dot plots in such a figure, and combining

these plots into a larger figure, is cumbersome to do using graphical-user-interface-based

dot plot tools alone. A programmatic interface for creating many dot plots and organizing

them into a larger figure would be helpful to improve the speed and reproducibility of this
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process. To enable exact dot plot matrix construction and programmatic access—and to

expedite the process of constructing complex figures consisting of many dot plots tiled

together—I present wotplot, a well-tested and easy-to-use Python library that satisfies

these needs.

4.2 Introduction

4.2.1 Motivation

Since their introduction in 1970 [59], dot plots have become a valuable visualization

method for comparing sequences. Dot plots have been used to identify synteny blocks [148],

visualize the repeat structure of highly-reptitive genomic regions [21, 219], and compare

strains of bacterial genomes [33], among myriad other tasks.

Dot plots are also often used to characterize genomic inversions [25]; these diagrams

reveal differences between “canonical” inversions and other inversion-like structures that

can lead to false positive inversion identifications, such as inverted duplications and inverted

repeats. During in-progress research on developing a method for identifying microinversions

[25] from the bulges of a de Bruijn graph [30], I needed a tool that could provide access to

the exact dot plot matrix between two sequences (for performing filtering and clustering

on reverse-complementary matches) and visualize many dot plots at once (in order to

facilitate quick manual evaluation of many bulges’ putative microinversions at once). I

was unable to find any software packages which met these needs; this led me to create

wotplot, the tool described here.

4.2.2 Related work

A variety of other tools have been developed for the visualization of dot plots; here

I briefly examine and compare some of these tools with the proposed approach, using a

laptop with 8 GB of RAM as a test machine. Although performance (i.e. the time required
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to generate a dot plot) was not my main goal in the development of wotplot, I use the

example of comparing two strains of E. coli (shown in Figure 4.1) as a simple informal

benchmark for evaluating how fast these tools are at producing a single dot plot of two

bacterial genomes. For reference, wotplot can create and visualize this dot plot—using

k = 20—in roughly 36 seconds on this machine.

Gepard [101] can visualize dot plots of large sequences; like wotplot, it supports the

use of suffix arrays to speed up match detection [112]. Using Gepard to create a dot plot of

the two E. coli strains shown in Figure 4.1, using a “word length” of 20, runs faster than

wotplot on this example—Gepard takes about 18 seconds. However, Gepard does not seem

to provide access to the resulting dot plot matrices, rendering the tool infeasible for analyses

where the exact output matrix is needed. Additionally, combining dot plot visualizations

produced by Gepard’s graphical user interface is somewhat cumbersome; Gepard does have

a command-line interface available that makes this task easier to automate, but each of

the plots output by Gepard appear to unavoidably include long descriptions of parameters

embedded in the figures themselves, which is often undesirable when tiling many dot plots

into a single figure. Finally, Gepard struggles to visualize dot plots of relatively small

sequences legibly; comparing two 18-nucleotide sequences from an example figure in [28],

for example, results in an extremely small plot that cannot apparently be enlarged within

Gepard or using any of its parameters.

FlexiDot [174] contains a wide variety of options for creating tiled grids of dot plots.

However, like Gepard, FlexiDot—as of the current latest version, 2.0.1—does not seem

to provide access to the resulting dot plot matrices. FlexiDot version 1.06 (the newest

version available from April 14, 2019 until May 21, 2025) did not seem to scale well to

the visualization of large sequences; using FlexiDot version 1.0.6 to construct the k = 20

dot plot of the two E. coli strains shown in Figure 4.1 ran for over ten minutes before I

killed the process. Notably, newer versions of FlexiDot have been released in recent weeks

that make the tool more efficient; FlexiDot version 2.0.1 is able to create a dot plot of the
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two E. coli strains shown in Figure 4.1 (using parameters -k 20 -c -m 1) in about 41

seconds, which is now only slightly slower than wotplot.

ModDotPlot [186] also supports many visualization options, including the creation

of tiled grids of dot plots. Although the tool is designed for the interactive visualization

of dot plots (e.g. by zooming in on repetitive regions), it also supports the generation of

static plots, like wotplot. The tool uses “modimizers” to speed up the process of sequence

comparison; using it to generate a static plot comparing the two E. coli strains shown in

Figure 4.1 (using a k-mer size of 20) takes about 55 seconds, which is slightly slower than

wotplot. Although ModDotPlot is quite useful, particularly for interactive visualization, its

output heatmaps are not perfectly comparable to exact dot plots (where “dots” correspond

only to exact k-mer matches, given a fixed value of k). Additionally, the tool does not

support short input sequences; it has been recommended that it is used only for input

sequences greater than 10 kbp long (https://github.com/marbl/ModDotPlot/issues/30),

which is an undesirable constraint for arbitrary dot plot visualization. (As shown in Figure

4b of [97], many bubbles in metagenome assembly graphs have lengths less than 10 kbp.)

These points aside, it is worth noting that ModDotPlot can write out information about

the similarities it identifies to a BED file [156], which could then be converted to a matrix

format. This seems to be a unique feature among the tools surveyed here.

Many useful tools for dot plot visualization exist, including and beyond the three

described above. However, none of the tools I could find met the exact needs I had. Next

I will describe wotplot, the tool I created to address these needs.

4.3 Results

4.3.1 Creating exact dot plots of long sequences

Figure 4.1 shows a dot plot produced by wotplot comparing the genomes of two

Escherichia coli strains: the model organism E. coli K-12 [161] and the pathogenic strain
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E. coli O157:H7 [71]. Comparing these genomes at this high level demonstrates that,

although these strains’ genomes are broadly similar (as indicated by the red diagonal line

of forward matches spanning the plot), the O157:H7 strain’s genome contains numerous

insertions relative to the K-12 strain’s genome (indicated by areas where the red diagonal

line “jumps” to the right). This figure, which can be created in roughly 36 seconds on a

laptop with 8 GB of RAM, demonstrates wotplot’s ability to create and visualize exact

dot plot matrices comparing entire bacterial genomes on a laptop computer.

Beyond the fast generation of exact dot plots, I note that the DotPlotMatrix object

produced by wotplot (containing a sparse representation of all k-mer matches between the

input sequences) is an ordinary Python object that can be written to disk using Python’s

built-in pickle module. These matrices can thus be analyzed and visualized any time

after they have been created, without needing to recompute them.

4.3.2 Visualizing multiple dot plots in a single figure

wotplot facilitates the rapid visual comparison of multiple sequences—for example,

pairs of contigs from a metagenome assembly that have been binned together, or pairs of

bulge sequences from an assembly graph. One of the main reasons I created this library

was to simplify the process of creating a “grid figure” containing many dot plots.

wotplot’s default visualization functions directly use matplotlib [78], which provides

utilities for creating figures of subplots arranged in a variety of layouts. This integration

enables the programmatic creation of complex grid figures of many dot plots. As a simple

example of this, Figure 4.2 uses wotplot and matplotlib to create a grid figure showing an

all-versus-all comparison of five random sequences.
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Figure 4.1. Exact k = 20 dot plot comparing the genomes of Escherichia coli O157:H7
(x-axis) and Escherichia coli K-12 (y-axis), analogous to the plot shown in Figure 2a
of [71]. Every visible dot in the matrix represents the occurrence of a 20-mer that is
present in both genomes. Red dots correspond to forward matches, blue dots correspond
to reverse-complementary matches, and purple dots correspond to palindromic matches.
wotplot can generate this figure in roughly 36 seconds on a laptop with 8 GB of RAM.
Note that, to simplify comparison, I did not include the two plasmid sequences of the
O157:H7 strain in this figure.
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Figure 4.2. All-versus-all dot plot comparisons of five random sequences. I generated
five random sequences (each with a length randomly chosen from the range [500, 2000]),
and used wotplot and matplotlib [78] to create and visualize a grid of k = 7 dot plots
comparing each pair of these sequences. Each sequence takes up its own row and column
of the grid; since the grid is symmetric about the diagonal (the dot plot of sequences A
and B is equivalent to a rotated version of the dot plot of B and A), I have only drawn the
upper triangle of this grid. Since each sequence perfectly matches itself, the self-dot-plots
comparing sequences with themselves (shown on the diagonal of this figure) have clear
red diagonal lines throughout indicating perfect forward matches. The “off-diagonal” dot
plots do not display this pattern.
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4.4 Methods

4.4.1 Space-efficient matrix storage

A näıve implementation of dot plot matrix construction will become impractical

for large sequences, because the space required to store the “full” dot plot matrix of two

sequences of lengths m and n is O(mn).

Say we wish to construct the dot plot matrix of two Escherichia coli strains’

genomes—for example, between E. coli K-12 [161] and E. coli O157:H7 [71], as shown

in Figure 4.1. Even if we make the unrealistically low assumption that every cell in the

matrix takes up only a single bit of storage, storing the full dot plot matrix of these two

genomes (of lengths 4.64 Mbp and 5.50 Mbp, respectively) would require roughly 3.19

terabytes. Provisioning this amount of memory is infeasible on most modern computers.

To address this problem wotplot uses SciPy [203] to store the dot plot matrix in

sparse format, which only requires the storage of information about nonzero (i.e. match)

cells in the matrix. Most dot plot matrices (using sufficiently large k-mer sizes) are

extremely sparse, so storing these matrices in a sparse format greatly reduces their space

requirements: there are 3,536,693 nonzero cells in the k = 20 dot plot matrix of E. coli

K-12 vs. E. coli O157:H7, meaning that this matrix is 99.999986% sparse. If we again

assume that each stored entry in this matrix takes up one bit of storage, then the sparse

matrix now requires only 442.09 kilobytes—a much more feasible amount of memory. (In

practice, we can use Python’s pickle module to write the dot plot matrix object for

this example to disk. The resulting file is approximately 66.73 megabytes, which is still

relatively small.)

4.4.2 Space- and time-efficient identification of shared k-mers

Using a sparse representation reduces the space requirements of our constructed dot

plot matrix, but the process of actually constructing this matrix (based on the locations of
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all pairs of shared k-mers between the two input sequences) remains a potential performance

bottleneck.

We could compute this information using a simple quadratic approach, in which

every k-mer in one sequence (of length m) is explicitly compared with every k-mer in the

other sequence (of length n). However, the O(mn) time requirements of such a solution

are impractical for large sequences.

These prohibitive time requirements can be reduced by precomputing information

about the k-mers present in the sequences and using this information to speed up the

computation of the dot plot matrix [29]. However, this can lead to impractical space

requirements: for example, näıvely storing all k-mers in one sequence (of total length n)

and these k-mers’ locations requires that—in the worst-case scenario (where every k-mer

in the sequence is unique)—we store (n− k + 1) k-mers and their locations. For large n

and large k, this space requirement is problematic.

There are a variety of ways to surmount this problem, including for example the

use of hash maps or Bloom filters [8]. Like Gepard [101], wotplot addresses this problem

by using suffix arrays [112] to identify shared k-mers between the two input sequences.

However, there are multiple ways to use suffix arrays to identify shared k-mers;

currently, wotplot supports the use of two algorithms that solve this problem. In both

cases, wotplot makes use of pydivsufsort [1], a Python package that provides access to

the libdivsufsort library for fast suffix array construction [50].

Identifying shared k-mers using suffix arrays and LCP arrays

Currently, the default shared k-mer identification method provided by wotplot

directly uses the pydivsufsort library [1]’s common_substrings() method (https://gith

ub.com/louisabraham/pydivsufsort/issues/42).

This method concatenates the two input strings, uses divsufsort [50] to construct

the suffix array of this concatenate, and uses Kasai’s algorithm [88] to construct the longest
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common prefix (LCP) array of this concatenate. pydivsufsort uses various optimizations

to speed up the process of identifying common substrings using these data structures.

wotplot runs this method twice, once after reverse-complementing one of the strings, to

identify reverse-complementary and palindromic matches.

Although this method is quite fast (using it, wotplot can generate a k = 20 dot

plot of the two E. coli strains shown in Figure 4.1 in roughly 36 seconds), benchmarking

demonstrates that it requires an infeasible amount of memory when comparing sequences

longer than around 20 Mbp each on a laptop with 8 GB of RAM. This is likely due in part

to the method’s use of Kasai’s algorithm, which has substantial space requirements [115].

Below we discuss the other algorithm wotplot supports for identifying shared k-mers,

which has requires much less memory at the cost of increasing the required runtime.

Identifying shared k-mers using suffix arrays alone

As an alternative method, wotplot can avoid constructing an LCP array—and limit

its “initial” work to simply constructing the suffix arrays of both input strings. This

method is referred to as “suff-only” in wotplot’s interface.

Given two sequences (of lengths m and n), this method constructs their suffix arrays

separately, again using divsufsort [1, 50]. It then iterates simultaneously through both

suffix arrays from start to end in order to record all positions of all shared k-mers. This

approach is reasonably space-efficient compared to the common_substrings() method,

since it does not incur the space requirements of running Kasai’s algorithm (and the space

requirement of storing the resulting LCP array). (To identify reverse-complementary and

palindromic matches, wotplot repeats this procedure after reverse-complementing one of

the strings.)

This method is slower than the common_substrings() method (using wotplot to

generate the k = 20 dot plot of the two E. coli strains shown in Figure 4.1 using this

method takes roughly 2 minutes and 35 seconds); in part, this is likely because the lack of
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an LCP array makes iteration through the suffix arrays slower than it could be. However,

due to this method’s notably lower space requirements, it enables the creation of exact

dot plot matrices of very large sequences on low-memory systems. On a laptop with 8 GB

of RAM, this method was able to create the k = 20 dot plot matrix of two random 150

Mbp sequences in 1 hour, 8 minutes, and 46.89 seconds.

4.4.3 Rapid visualization of large dot plot matrices

wotplot uses matplotlib [78]’s spy() function to visualize only the nonzero (match)

entries of dot plot matrices; even large matrices can be plotted very quickly in this way.

Creating figures programmatically is often an iterative process [62], and the separa-

tion of dot plot matrix creation and visualization expedites this process. After creating

the k = 20 dot plot matrix of two E. coli strains shown in Figure 4.1 (which takes

approximately 35 seconds), visualizing this matrix typically takes less than a second.

This simplifies the process of interactive figure creation, making it easy for researchers

to repeatedly try out various visualization parameters until they are satisfied with the

resulting figure.

4.4.4 Data availability

I downloaded the E. coli K-12 genome used to create Figure 4.1 from RefSeq (ID

NC_000913.3). I also downloaded the E. coli O157:H7 genome used to create Figure 4.1

from RefSeq (ID NC_002695.2). To facilitate comparison with the K-12 genome, I omitted

the two plasmid sequences of O157:H7 when creating Figure 4.1.

4.4.5 Software dependencies

wotplot’s code directly relies on NumPy [70], SciPy [203], matplotlib [78], and

pydivsufsort [1]. In addition to these dependencies, I used pyfastx [38] to load the E. coli

sequences used to generate Figure 4.1, and used the memory_profiler [146] package to
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benchmark memory use.

4.4.6 Software availability

wotplot’s source code is available on GitHub at https://github.com/fedarko/wotplot.

As of writing, wotplot supports all Python versions ≥ Python 3.6; its code is automatically

tested on Python 3.6, 3.7, 3.8, 3.9, 3.10, 3.11, 3.12, and 3.13.

wotplot’s GitHub repository includes a detailed tutorial explaining how to use this

software, including demonstrations of how to generate Figures 4.1 and 4.2. It also presents

benchmarking results demonstrating the use of wotplot on pairs of randomly-generated

DNA sequences of increasing length, showing how wotplot’s time and memory requirements

increase accordingly.

4.5 Discussion

Here I presented wotplot, a software library for the efficient creation and visualization

of dot plot matrices. I created this library to fill a gap in the field, and the library has

served this purpose well. It has been useful in the development of metaLJA in Chapter 2,

and I hope it will be similarly useful for other bioinformatics projects.

Although the tool satisfies the needs I had when creating it, there is still room to

make it more efficient. For example, during the process of dot plot matrix creation, we

are only interested in identifying exact matches of length k between our input sequences.

However, we use suffix arrays to identify these matches. Since creating the suffix array of

a string requires the comparison (implicit or explicit) of all characters within each suffix

of this string, rather than just the first k characters of each suffix of this string, the use

of suffix arrays to identify matching k-mers could be thought of as overkill. In this vein,

there are doubtlessly more efficient algorithms and implementation techniques that could

be applied to speed up this tool.
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Appendix A

Supplemental material for Chapter 1

A.1 Supplemental material for Chapter 1.1

A.1.1 Computing feature differentials using Songbird

As discussed in the main text, the initial focus of this re-analysis was on visualizing

the associations of features with different Scomber japonicus body sites. To assess this,

we ran Songbird [132] using the formula C(sample_type_body_site, Treatment('sea

water')). This produced six fields of differentials:

1. Intercept

2. C(sample_type_body_site, Treatment('sea water'))[T.fish GI]

3. C(sample_type_body_site, Treatment('sea water'))[T.fish digesta]

4. C(sample_type_body_site, Treatment('sea water'))[T.fish gill]

5. C(sample_type_body_site, Treatment('sea water'))[T.fish pyloric caeca]

6. C(sample_type_body_site, Treatment('sea water'))[T.fish skin]

The last five fields of differentials (2–6) describe the association of features with

samples from each of the studied body sites, using seawater samples as a reference via

Treatment coding.
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(For reference, the fourth differential field, C(sample_type_body_site,

Treatment('sea water'))[T.fish gill], is what is shown in the rank plot sub-figures

in the main text.)

The first field, Intercept, is less easily interpretable and not particularly relevant to

the case study; this field is produced automatically by Patsy (https://patsy.readthedocs.io),

the library used by Songbird to represent input formulae as design matrices.

Songbird mathematical details

As is also described in [132], the multinomial regression used in Songbird is given

as follows:

β ∼ N(0, σ)

ηi = alr−1(Xiβ)

Yi ∼ Multinomial(ηi)

where β ∈ Rk×d−1 represents the regression coefficients for d features and k covari-

ates, Xi are the covariate measurements for each sample i, and Yi are the feature counts in

sample i. A normal prior with variance σ is used to regularize the regression coefficients. A

maximum likelihood procedure is employed to identify the optimal regression coefficients.

The vectors βk ∈ Rd−1 are in alr coordinates, and as a result can be represented

as compositions by alr−1(βk) ∈ Sd. In [132], these vectors are referred to as differentials.

Since ranking is shift invariant, the ordering of this composition is agnostic to the choice

of reference frame. As a result, the features can be sorted by their coefficients in βk. By

default, these differentials are represented in clr coordinates.

The regression implemented in Songbird is similar to the methodology in other

differential abundance tools, such as ALDEx2 [49] and DESeq2 [109]. The estimated
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regression coefficients from any of these tools can be visualized in Qurro: a fully worked

example demonstrating the use of Qurro with ALDEx2 outputs is linked to from Qurro’s

Tutorials section of its README, located at https://github.com/biocore/qurro.

Differential names

Due to some current technical limitations, Qurro (as of writing) changes or removes

certain special characters like [ or ' from field names. This is why the gill differential field

name shown in Qurro—C(sample_type_body_site, Treatment(sea water))(T:fish

gill)—has a slightly different name than it did in Songbird’s output. (This behavior

is documented in Qurro’s README, which is distributed with its source code at https:

//github.com/biocore/qurro.)

A.1.2 Qurro log-ratio-selection controls used

The log-ratios selected in Figures 1.1 and 1.2 were selected using Qurro’s filtering

controls in the following way.

Figure 1.1 (Shewanella to Synechococcales)

1. The numerator was selected by filtering to features where the Taxon field contained

the text Shewanella.

2. The denominator was selected by filtering to features where the Taxon field contained

the text Synechococcales.

Figure 1.2 (Shewanella to bottom ∼ 10% features)

1. The numerator was selected by filtering to features where the Taxon field contained

the text Shewanella.

2. The denominator was selected by filtering to features where the gill differential value—

that is, C(sample_type_body_site, Treatment(sea water))(T:fish gill)—
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was less than -2.102. (This value was chosen in order to make the denomina-

tor include exactly the bottom 98 features.)

Screenshots of using these controls in Qurro are shown in Figures A.1 and A.2.

Screenshot details

As the warning shown on the left side of the screenshots in Figures A.1 and A.2

explains, the rank plot in these screenshots has been scaled so that each bar (feature) has a

width of less than 1 pixel: this is done in order to show more of the rank plot on the screen

at once. Unchecking the Fit bar widths to a constant plot width? checkbox resets

the bar widths in the rank plot to a larger value comparable to that shown in Figures 1.1

and 1.2, albeit one that results in the full rank plot not being visible all at once on most

screens without horizontally scrolling.

These visualizations were generated using Qurro version 0.6.0 and are displayed

here on a macOS 10.15.3 laptop using Google Chrome version 80.0.3987.132. When taking

these screenshots, the browser was zoomed out somewhat to show more of the controls

and the Numerator Features table at the bottom-left of the screen was scrolled to the

right to show selected numerator features’ classified taxonomy information.

A.1.3 Details on Qurro (and Songbird) input data filtering

Running Qurro requires a few distinct input files (or QIIME 2 artifacts, if running

it as a QIIME 2 plugin): a feature table, a “rankings” file, a sample metadata file, and

optionally a feature metadata file.

If any features within the feature table are not present in the input rankings, then

Qurro will not include these features in the output visualization (since they would not be

displayable on the rank plot). This means that, although Qurro doesn’t impose very strict

filtering guidelines on its own by default, the filtering behaviors of upstream “ranking”

tools will necessarily impact the amount of data shown in Qurro.
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Figure A.1. Screenshots of a Qurro visualization of the case study data, showing the
controls used to recreate Figures 1.1A–C. Note the text entered in the Selecting Features

by Filtering section at the bottom-right of the screen, which shows the textual queries
used to select a log-ratio of Shewanella features to Synechococcales features.
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Figure A.2. Screenshots of a Qurro visualization of the case study data, taken analogously
to those in Figure A.1 but this time showing the controls used to recreate Figures 1.2A–C.
The difference between these screenshots and those in Figure A.1 is due to the selected
denominator features, which now comprise the bottom 98-ranked features for the gill
differentials rather than the classified Synechococcales features. Although it is cut off
somewhat by the dropdown’s width, the first dropdown after the Filter denominator to

features where label indicates that the C(sample_type_body_site, Treatment(sea

water))(T:fish gill) differential field is selected.
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Since this impacts the case study, we go into detail about this behavior here.

Songbird’s --min-feature-count

For the case study dataset described in the manuscript, there were 23,253 features

present in the feature table before running Songbird. However, Songbird applies a default

--min-feature-count (i.e. the minimum number of samples a feature must appear in) of

10: this resulted in a large amount of features being removed from the visualization due

to only appearing in a handful of samples. This is why there are just 985 features in the

resulting Qurro visualization. (When generating a Qurro visualization, Qurro will output

details explaining—if applicable—why certain samples/features have been removed from

the visualization.)

Why aren’t there any seawater samples shown in the paper figures?

One of the things we noticed midway through this case study was that Shewanella

spp., for the most part, did not appear in seawater samples. To help explain this, we

prepared a Jupyter Notebook [95] that shows why these samples have been dropped. This

notebook is available in the repository https://github.com/knightlab-analyses/qurro-mac

kerel-analysis.

Non-numeric age_2 values.

Since the age_2 field refers to the estimated age of a sample’s host fish, this field is

not meaningful for non-fish samples like seawater. As shown in the notebook, all of the

50 seawater samples in our feature table have a non-numeric age_2 value—this is one of

the “reasons” Qurro has for dropping samples from the sample plot, and it explains why

seawater samples cannot be shown in Figures 1.1C or 1.2C.

Relative lack of Shewanella features.

As shown in the notebook, only one of the 50 seawater samples in our feature table

included a feature classified as Shewanella. This particular Shewanella feature only appears
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in two samples in the feature table (including the aforementioned seawater sample), so it

is not ranked by Songbird due to the default --min-feature-count described above.

From the Qurro visualization’s perspective, then, none of the seawater samples

contains any Shewanella features—so visualizing both of the log-ratios shown in the

paper’s case study will necessarily involve filtering out all of the seawater samples, unless

imputation of some form were to be used. This is the reason why seawater samples are

not shown in Figures 1.1B and 1.2B, and it’s a reason (in addition to the age_2 reason)

why seawater samples are not shown in Figures 1.1C and 1.2C.

Reflection on this phenomenon.

We note that the large amount of samples dropped here was likely caused in part

by the nature of the case study. Since in general different body sites are expected to

harbor different microbial communities, it makes sense that taxa common in one sample

type might go almost or completely undetected in other sample types.

When looking for differentially abundant taxa across more subtly different sample

categories (e.g. skin samples at different timepoints in the progression of atopic dermatitis,

as shown in [132]), we expect that sample dropout like what we observed with seawater

samples here will be less of an issue.

A.2 Supplemental material for Chapter 1.2

A.2.1 Differential abundance comparison of oral microbiomes

To provide additional context to the relationship between Songbird [132], ALDEx2

[49], and ANCOM [113]’s measures of differential abundance, Figure A.3 shows a scatterplot

of these methods’ outputs.
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Figure A.3. Scatterplot comparing the three differential abundance methods’ results
shown in Figure 1.4C. The x-axis and y-axis represent the Songbird differentials and
ALDEx2 effect sizes for the features in the dataset, while each feature point is colored
by its ANCOM W-statistic. This demonstrates that our starting interpretation of how
these results relate—i.e. that Songbird and ALDEx2’s results have similar “directionality”
between the before- and after- toothbrushing states, and that ANCOM’s W-statistic
lacks this same directionality—is reasonable. The nine features for which no Songbird
differentials were available are omitted from this plot. This scatterplot was produced using
matplotlib [78].
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A.2.2 Animated analysis of SARS-CoV-2

Supplemental Movie S1 (available online at https://doi.org/10.1128/mSyste

ms.01216-20) demonstrates a longitudinal community analysis of SARS-CoV-2 using

phylogenetically-informed animations. Each tip in the tree represents a SARS-CoV-2

genome. Each sphere in the ordination represents the genomes collected over a 7-day

window. This movie showcases some analytical capabilities available in EMPress.

We gratefully acknowledge the authors, originating and submitting laboratories of

the sequences from GISAID’s Database on which this analysis is based. The list is detailed

in Supplemental Table S1, available online at https://doi.org/10.1128/mSystems.01216-2

0.
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Appendix B

Supplemental material for Chapter 3

B.1 Read alignment

strainFlye aligns reads to edge sequences in the assembly graph in order to identify

mutations that may have been “smoothed over” in the process of metagenome assembly:

the resulting alignment is a prerequisite for mutation identification, and impacts all

downstream analyses in strainFlye. The strainFlye align command uses minimap2

[106] to compute an alignment, after which it filters various sources of noise from the

alignment; however, this command can be skipped if a user has an existing BAM file

representing an alignment of reads to edges. This Appendix describes how strainFlye

align works.

Performing alignment.

strainFlye uses minimap2 [106] to align all reads against the assembly graph’s

sequences. By default, we use the asm20 preset parameter set for the alignment per

recommendation from the minimap2 documentation for use with HiFi data; however,

this and other minimap2 parameters are easily adjustable by the user, for example if the

map-hifi preset (introduced in recent versions of minimap2) is preferred instead. We

also use the --secondary=no parameter to exclude secondary alignments [188]. After

minimap2 creates the initial alignment, we then use SAMtools [107] to convert it to a

sorted and indexed BAM file.
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In the context of the SheepGut dataset, some edges may have no reads aligned to

them, even before we filter the alignment. In our experience this can happen for edges

that are shorter than the usual read length; these edges (which tend to have extremely

high coverages) seem to be an assembly artifact from metaFlye, likely corresponding to

repetitive sequences, and most of the analyses in this paper implicitly ignore these edges.

We note that this alignment process retains supplementary (also referred to as

“chimeric”) alignments, in which a read may have multiple distinct linear alignments [188];

these alignments can be useful in describing structural variation, or in representing a read

that spans the start and end of a single circular sequence. Although we preserve supple-

mentary alignments, we do take pains to remove reads that have alignments overlapping

with other alignments from the same read: the remainder of this Appendix provides details

on the filtering steps strainFlye performs on minimap2’s alignment, as well as potential

extensions to these filters.

Filtering out overlapping supplementary alignments.

Given a single read with two linear alignments A1 and A2 to a reference genome,

there are two types of “overlap” we could define between A1 and A2. We note that these

types of overlap are not necessarily mutually exclusive.

The first type of overlap is defined with respect to the reference genome. In this

case, A1 and A2 align to regions of the reference genome that overlap with each other.

The second type of overlap is defined with respect to the read sequence itself. In

this case, A1 and A2 originate from overlapping regions of the read sequence.

We refer to these types of overlap as reference and read overlap, respectively. The

SAM specification currently states that “[for] a chimeric alignment, the linear alignments

constituting the alignment are largely non-overlapping” [188]; however, it is unclear whether

the type of overlap described is reference or read overlap.

Neither type of overlap bodes particularly well in the context of our analyses. Here,
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we focus on removing reference-overlapping supplementary alignments; the consequences

of these alignments on downstream analysis seem more problematic than the consequences

of read-overlapping alignments.

While performing the analyses described in this paper, we noticed that a small,

albeit substantial, number of supplementary alignments from individual reads exhibited

reference overlap. Strangely, these overlaps sometimes spanned thousands of nucleotides

in a read; these may thus be a sequencing artifact, since HiFi reads have been shown to

be vulnerable to molecular chimeras [210].

Before filtering overlapping supplementary alignments and before filtering partially-

mapped reads, the following supplementary alignment statistics held for the three selected

MAGs.

In CAMP, 8,645 / 503,385 (1.72%) unique reads aligned to within the MAG

had supplementary alignments within CAMP. On average, these 8,645 reads had 2.07

alignments within CAMP. Furthermore, 2,180 / 503,385 (0.43%) unique reads aligned to

within CAMP had supplementary alignments within CAMP and had reference overlap

between at least one pair of their alignments within CAMP. The average length of these

overlaps (considering all pairs of overlapping alignments within CAMP from the same

read) was 580.12 bp.

In BACT1, 6,067 / 268,075 (2.26%) unique reads aligned to within the MAG

had supplementary alignments within BACT1. On average, these 6,067 reads had 2.04

alignments within BACT1. Furthermore, 470 / 268,075 (0.18%) unique reads aligned to

within BACT1 had supplementary alignments within BACT1 and had reference overlap

between at least one pair of their alignments within BACT1. The average length of these

overlaps (considering all pairs of overlapping alignments within BACT1 from the same

read) was 1,417.80 bp.

In BACT2, 5,497 / 745,461 (0.74%) unique reads aligned to within the MAG

had supplementary alignments within BACT2. On average, these 5,497 reads had 2.04
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alignments within BACT2. Furthermore, 728 / 745,461 (0.10%) unique reads aligned to

within BACT2 had supplementary alignments within BACT2 and had reference overlap

between at least one pair of their alignments within BACT2. The average length of these

overlaps (considering all pairs of overlapping alignments within BACT2 from the same

read) was 2,561.42 bp.

Regardless of whether these reads with overlapping supplementary alignments

correspond to chimeras or not, the presence of these overlaps complicates interpretation of

the alignment data—especially in analyses that take into account the sequence carried on

individual reads, for example phasing and codon mutation analyses.

Although it is possible to only filter some of a read’s supplementary alignments as

needed to prevent reference overlap, we act on the assumption that the presence of any

reference-overlapping alignments for a given read implies that this read is unreliable for

our analyses. This will likely be overly strict—some “correct” reads may simply happen

to have reference overlap in their supplementary alignments—but we contend that, in the

context of identifying rare mutations, overly strict filtering is defensible. We therefore

identify all reads with reference-overlapping supplementary alignments relative to any of

the edges in the alignment, and completely filter all of these reads from the alignment.

The impacts of this filter on sequencing coverage in the three selected MAGs are shown in

Figure B.4.

Slight error in the overlapping supplementary alignment filter.

We note that the version of this filter we used for the alignments throughout

this paper was overly strict, due to an off-by-two error in its computation of “overlap”

between linear alignments of a read (rather than subtracting 1 from each alignment’s end

coordinate, it mistakenly added 1). This resulted in a relatively small amount of reads

being erroneously removed by our filter and thus not included in this paper’s results—

anecdotally, many of these removed reads represent cases where minimap2 would create
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two distinct linear alignments of a read directly next to each other, but not overlapping,

on a single contig.

Based on analyzing initial versions of the SheepGut and ChickenGut alignments

(reflecting just the output of minimap2, before applying our filters; we re-ran the alignment

processes to obtain these “intermediate” alignment files), the number of reads that would

have been erroneously removed by this bug is relatively small: 27,211 reads (0.12%) in

SheepGut, and 1,596 reads (0.08%) in ChickenGut. In particular, the three selected MAGs

in SheepGut (CAMP, BACT1, BACT2) are only subtly affected: there were 16, 9, and

3 reads erroneously filtered for these MAGs, respectively. (For reference, the statistics

quoted earlier in this Appendix about overlapping supplementary alignments in the three

selected genomes are correct.) We expect that this bug should have a minimal impact on

the paper’s conclusions; moving forward, we have also fixed this bug in version 0.2.0 of

strainFlye.

Filtering out partially-mapped reads.

Although we instruct minimap2 to not output secondary alignments, our preserva-

tion of supplementary alignments means that a single read may still be mapped to multiple

contigs.

Reads that are mapped to multiple contigs in this way may be of good quality and

worth retaining: for example, if a genome is split into multiple edges within a connected

component of the assembly graph, then we might expect some reads’ alignments to also be

split across different edges within this component. Similarly, since most bacterial genomes

are circular [23], reads that happen to cover both the “start” and “end” of a circular MAG

may be split into a supplementary alignment [188].

However, some reads are less desirable. For example, a read with alignments to

edges located in completely different connected components of the assembly graph—with

only short alignments to individual edges—is likely not useful in identifying rare mutations,
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and should be removed. This section details our attempt to filter out these sorts of

“partially-mapped reads,” with the goal of removing undesirable supplementary alignments

between unrelated contigs while preserving ordinary supplementary alignments within a

contig or between adjacent contigs.

An earlier method we attempted to use for this involved simply filtering out reads

that contained more than a set number of soft-clipping operations, as mentioned at

https://github.com/samtools/samtools/issues/1169. However, we noticed that this caused

coverage drops near the ends of MAGs’ sequences due to penalizing the aforementioned

“desirable” supplementary alignments.

We therefore took a different strategy in the current implementation of this filter.

Our filter considers each edge sequence, and then considers all reads aligned to this edge,

counting the number of match and/or mismatch operations in the CIGAR strings of each

read’s alignment to this edge. If an assembly graph file is provided to strainFlye align

(so that we know which edges are adjacent to each other), and if this edge has less than 50

adjacent edges in the graph (ignoring links between the edge and itself), the script also

checks reads aligned to these adjacent edges and also counts match/mismatch operations

from any reads that are aligned to both the adjacent edge and the initially-considered

edge. A given read is only included in the filtered alignment for this edge if the sum of all

match/mismatch operations in this read in this edge (and in adjacent edges, if applicable)

is at least 90% of the read length.

We note that this method is not perfect—for example, supplementary alignments

can still have overlaps relative to their read sequence (as described earlier in this Appendix),

so the sum of match/mismatch operations as we currently compute them is not necessarily

a perfect measure of how much of a read is mapped to a given MAG. Additionally, the

reason for the coverage drops near the end of CAMP (Figure B.3; CAMP is the only of

the three selected MAGs located in an assembly graph component containing other edges),

in spite of our attempts to allow alignments to adjacent edges in the same graph to count
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towards the 90% threshold, is unclear. This may be due to the “full genome” of CAMP

being split across the edges in its component, and this complicating the alignment process.

In spite of these imperfections, from manual examination of its results the filter’s behavior

seems acceptable. The impacts of this filter on sequencing coverage in the three selected

MAGs are implied in the comparison between the second plot for each MAG in Figure

B.4 and the plots in Figure B.3: removing partially-mapped reads results in many of the

extreme “peaks” in Figure B.4 being removed.

Potential filtering extensions.

Although strainFlye’s default alignment filtering methods seem suitable for our

purposes, these methods could certainly be extended to perform even more stringent

filtering. More stringent methods should further increase the likelihood that any observed

mismatch at a position corresponds to a real mutation, rather than an error or an artifact

of alignment.

For example, homonucleotide sequences have been known to pose problems for

long-read sequencing technologies; although we have not explicitly accounted for this effect

in our analyses, it would be possible to limit our focus in certain cases—for example, the

construction of a decoy contig—to more complex genomic regions. Similarly, the filtering

of contigs with many “deletion-rich” positions (Appendix B.3) may also prove useful.

B.2 Assembly graph

Choice of dataset and assembler.

Although strainFlye was developed to work with output from the metaFlye assembler

[97], it can be extended to MAGs generated by other HiFi-based tools such as HiCanu

[141], hifiasm-meta [48], and LJA [8]. However, our reliance on long and accurate reads

implies that the use of short reads, or long error-prone reads, will likely pose nontrivial

challenges for strainFlye.
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Running metaFlye.

When assembling the SheepGut dataset using metaFlye [97], we did not use

metaFlye’s --keep-haplotypes mode. We chose this course of action in order to reduce

fragmentation in the assembly graph (giving us longer, coarser MAGs to use as a starting

point for studying mutations within these MAGs).

Connected components of the assembly graph.

21,750 out of 78,793 edges (27.6%) within the SheepGut assembly graph produced

by metaFlye are located within a single large “hairball” connected component of the

graph. This is a common characteristic of metagenomic assembly graphs due to, for

example, overlap between reads from highly conserved regions (such as 16S rRNA genes)

or the presence of eukaryotic genomes within a metagenome (this dataset includes some

eukaryotic genomes [97]). The second largest component of the assembly graph contains

252 edges. 45,842 out of 45,988 connected components (99.7%) contain 10 or fewer edges

and 43,045 (93.6%) consist of a single edge.

There is a large amount of variance between edge coverages by reads, as reported by

metaFlye, in the assembly graph. The maximum edge coverage is 7,536,987x (for a 580bp

long edge located in the “hairball” largest connected component). The average coverage

across all edges (rounded to the nearest integer) is 951x, while the median coverage is 14x:

the discrepancy between average and median is likely due to the presence of high-coverage

outlier edges, such as the aforementioned maximum-coverage edge.

Summarizing all graph components by length and coverage.

As shown in [5], many of the connected components of the assembly graph containing

a small number of edges likely arise from low-coverage genomes, viruses, or plasmids.

These are therefore not relevant to our selection of high-coverage bacterial MAGs for these

analyses.

In an attempt to distinguish between these cases and components that capture
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bacterial genomes, we plotted a summary of edge coverage and length for each component.

Figure B.1 shows a scatterplot where each component is represented as a single symbol,

and is plotted by the total edge length in the component and by the sum of (coverage times

length) for all edges in the component divided by the total edge length in the component

[5].

This plot provides insight into which components in the graph are likely to represent

bacterial genomes. We represent the thresholds used in our initial selection process for

edges in the graph (length ≥ 1 Mbp, coverage ≥ 1,000x) as vertical and horizontal lines

in the plot, respectively. This display clarifies that, while many components have a high

“average” coverage or a high total length, few components have both. These components

represent edges that serve as good candidates for demonstrating the analyses shown in

this paper.

We do note that the length threshold shown here could arguably be reduced,

since some bacteria have genomes smaller than 1 Mbp [36]; and that we initially used

these thresholds to search for edges, not components, in the graph. However, this figure

nonetheless indicates that the three selected MAGs are, relative to those available from

this dataset, of good quality.

Details about the three selected MAGs.

Table B.1 provides basic information about CAMP, BACT1, and BACT2.

BACT1 and BACT2 were assembled into edges located in isolated connected

components (i.e. connected components containing just one edge) of the full dataset’s

assembly graph. The MAG we have named CAMP, however, is located in a component of

the graph containing 31 other edges: this component is shown in Figure B.2, for reference.

Although CAMP has not been completely assembled, we have nonetheless included it

in the analyses throughout this paper due to its relatively high coverage. CheckM [145]

estimates “completeness” values of 81.4% for CAMP, 96.9% for BACT1, and 94.6% for
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Figure B.1. Summary of coverage and length across all connected components of the
assembly graph. Each symbol (asterisk, square, plus sign, triangle, circle) represents a
single component in the graph: the x-axis shows the total edge length for each component,
and the y-axis shows an aggregate measure of coverage for each component (using coverages
as defined by metaFlye and not based on the alignment-based reads(pos) values computed
in 3.3.2 and used elsewhere in this paper). In order to relate this plot to our selection
criteria for MAGs (discussed in section 3.3.1, “Demonstrating strainFlye”), we plot lines
showing the length and coverage minimum cutoffs we used on the plot (length ≥ 1 Mbp,
coverage ≥ 1,000x). The few points located in the top-right “quadrant” defined by these
lines represent MAGs that pass these cutoffs. The components containing the three
MAGs we focus on throughout these analyses—CAMP, BACT1, and BACT2—are colored
specially and shown as distinct symbols in the plot. It is clear that these three MAGs,
and only three additional components in the graph, pass both the length and coverage
cutoffs. We assign the “hairball” component of the graph a special color and symbol in
order to simplify comparison of it with the other components in the graph: although this
component has a high total edge length (causing it to appear as an outlier even on a log
scale), its aggregate coverage is relatively low. Lastly, we note that the lack of components
to the left of x = 102 is a reflection of the fact that all components in the graph have a
total edge length greater than 100 bp. However, the aggregate measure of coverage is not
similarly high: for many components, this value is 0x. We have set both the x and y axes
to both have a minimum of 0 in order to clarify this.
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Table B.1. The three selected MAGs for mutation analyses. The names CAMP, BACT1,
and BACT2 refer, respectively, to edges with IDs 6104, 1671, and 2358 in the metaFlye
assembly graph. We note that CAMP’s completeness is relatively low because it was not
assembled into a single circular sequence. Since predicted PCGs can overlap, we “count”
a position present in multiple genes only once when computing the amount of positions in
PCGs.

Name Length
(Mbp)

Coverage Protein-
Coding
Genes

(PCGs)

Intergenic
Regions
(IRs)

Positions
in PCGs
(Mbp)

Positions
in IRs
(Mbp)

CAMP 1.29 4,159x 1,297 788 1.19 0.10
BACT1 2.15 1,415x 1,761 1,559 1.95 0.21
BACT2 2.81 2,993x 2,567 2,196 2.29 0.51

Figure B.2. Visualization of the connected component containing edge 6104 (correspond-
ing to CAMP) in the larger assembly graph, shown to clarify the component’s structure.
Coverages (reported by metaFlye, and slightly different from the (mis)match coverages
based on our alignment that are shown in Table B.1) are shown overlaid on the edges
within the graph. The long magenta edge shown with coverage 4,166.0x is edge 6104. We
visualized this graph using Bandage [212].
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BACT2; and “contamination” values of 0.0% for CAMP, 0.6% for BACT1, and 0.4%

for BACT2. The relatively low completeness estimate for CAMP is likely a result of its

incomplete assembly.

Taxonomic classifications of the three selected MAGs.

We used Kaiju [124]’s web server to classify these MAGs. We used the “NCBI

BLAST nr +euk” reference database and default parameters.

B.3 Coverages and deletion-rich positions

Coverages of the three selected MAGs in SheepGut.

Although many of the analyses in this paper assume that coverage is roughly

uniform throughout the three selected MAGs, their coverages do vary somewhat. To

illustrate this, Figure B.3 shows plots of coverage for each position in the three selected

MAGs. Unlike the coverage plots shown in the Appendix B.16, these coverages are not

binned or normalized.

Coverage drops in SheepGut.

Figure B.3 reveals a surprising result in BACT2 (and, to a much smaller extent,

CAMP and BACT1): the presence of many individual positions to which many deletions

are aligned, causing the coverage based purely on matches and mismatches for these

positions to be relatively low. Manual inspection of some of these positions with samtools

tview [107] confirms this.

More gradual coverage drops like those seen near the ends of CAMP, or near the

middle of BACT1, could be in theory explained by real coverage variation in sequencing

or noise introduced through the assembly and/or alignment processes. Figure B.4 presents

coverage plots similar to those in Figure B.3, demonstrating that the two gradual coverage

drops near the ends of CAMP (and, to an extent, in the middle of BACT1) indeed seem

to have been introduced by our alignment filtering steps (Appendix B.1). However, these

130



Figure B.3. Coverage throughout the three selected MAGs, with and without deletions.
Each dot represents a single position in a MAG. For the first plot for each MAG (using blue
points), the coverage at a given position is defined as the total number of aligned reads to
this position that have a match or mismatch operation, ignoring insertions and deletions;
this is also how we computed the average MAG coverages in Table B.1. For the second
plot for each MAG (using red points), each position’s coverage now includes the number of
deletions aligned to it. The average coverage for each plot is shown as a horizontal dashed
line. Although most parts of these MAGs have somewhat uniform coverage, especially
in the “including-deletions” plots, both plots for CAMP and for BACT1 have noticeable
gradual drop(s) in coverage. Furthermore, BACT2 has a relatively large amount of “outlier”
positions with many deletions: these positions have relatively low coverages for the first
plot, and these low coverages vanish when counting deletions towards coverage. These
“deletion-rich” positions are investigated in this Appendix.
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plots also show that the high amounts of deletions in the aforemented positions in BACT2

were not introduced by these filters, indicating that further investigation is needed as to

the origin of this phenomenon.

Deletion-rich positions in SheepGut and ChickenGut.

We define a position in a contig as deletion-rich if, for some integer d, there are d

or more deletions aligned to this position. For example, most of the outlier positions in

BACT2 are deletion-rich for d = 500.

This definition enables us to ask two immediate questions. First, considering various

values of d, do there exist many deletion-rich positions in other contigs in SheepGut besides

the three selected MAGs? And, if so: does this pattern also hold in other contigs in other

HiFi metagenomic datasets besides SheepGut?

Figure B.5 answers both of these questions affirmatively. First, many contigs in

SheepGut (besides the three selected MAGs) contain many deletion-rich positions even for

high values of d; second, this pattern also holds for many contigs in ChickenGut (Appendix

B.4). Since the contigs in ChickenGut were assembled using hifiasm-meta [48], while

the contigs in SheepGut were assembled using metaFlye [97], the persistence of many

deletion-rich positions across many contigs in both datasets implies that these positions

are not introduced by the assembly process.

These deletion-rich positions may happen to correspond to real variation in these

MAGs; they could also, in theory, be introduced by minimap2 [106], which we used to

align reads to contigs for both SheepGut and ChickenGut. However, we believe it is

much more likely that these positions are an artifact of HiFi sequencing that—for some

reason—introduces many deletions at certain positions, e.g., positions corresponding to

homonucleotide and dinucleotide runs that often trigger errors in HiFi reads [141]. Other

analyses of HiFi data have shown gradual coverage drops and suggested that these may

arise from problems in HiFi sequencing [141, 139]; these deletion-rich positions may have
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Figure B.4. Coverage throughout the three selected MAGs, before each of the two
alignment filtering steps. The first row for each MAG plots the coverage after performing
alignment using minimap2 [106], but before any additional filtering. The second row for
each MAG plots the coverage after using just the overlapping-supplementary-alignment
filter (Appendix B.1; this filter is also impacted by the off-by-two bug discussed there).
Finally, Figure B.3 demonstrates the coverages for each MAG after both the overlapping-
supplementary-alignment filter and the partially-mapped read filter (Appendix B.1).
Primarily, this figure demonstrates to us that the many deletion-rich positions in BACT2
were not introduced, somehow, by these filters. It does, however, indicate that the drops
in coverage near the ends in CAMP were introduced by the partially-mapped read filter,
since these drops are not observed in this figure but are observed in Figure B.3. Parts
of the coverage drop in the middle of BACT1 seem also to have been introduced by
the partially-mapped read filter. We note that we needed to re-run the full alignment
process for SheepGut to produce this figure, since we did not initially preserve intermediate
alignment files in order to save storage space. These intermediate alignments may thus not
be a perfect match with the intermediate alignments upstream of the one used elsewhere
in this paper.
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Figure B.5. Histograms of the amounts of deletion-rich positions in each MAG. Each
row corresponds to a different dataset, or subset of a dataset; each column describes a
value of d we use to classify a position as deletion-rich. These plots demonstrate that, in
general, many contigs in each dataset contain many deletion-rich positions, indicating that
the high amount of “outlier” positions shown in BACT2 in Figures B.3 and B.4 is not
unique to this MAG. We omit histograms for d ≥ 200 for the two ChickenGut datasets
because no deletion-rich positions exist for these values of d in either dataset: we believe
that this is primarily due to the coverages in the contigs in ChickenGut being, in general,
smaller than those of SheepGut (Appendix B.4).
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a similar origin.

Setting aside their origin, deletion-rich positions are outnumbered by other positions

in the three selected MAGs. In BACT2, for example: for d ∈ {5, 10, 25, 50, 100, 200,

500, 1,000}, BACT2 (2,806,161 bp long) has {413,276, 222,869, 64,660, 17,458, 2,272,

652, 591, 541} deletion-rich positions, respectively. The percentages of BACT2’s length

comprised of deletion-rich positions are thus {14.727%, 7.942%, 2.304%, 0.622%, 0.081%,

0.023%, 0.021%, 0.019%}, showing that (for large values of d) BACT2 has relatively few

deletion-rich positions.

Implications of deletion-rich positions and other coverage drops.

It is unclear what the “best practice” is for how to handle the presence of deletion-

rich positions in these datasets—whether we should still include deletion-rich positions in

our analyses, ignore these positions for the purposes of mutation calling, or even ignore

entire contigs that contain many deletion-rich positions. For now, we do not explicitly filter

these positions or the contigs that contain them, although doing so may be a promising

avenue for future analyses of HiFi data.

Similarly, we do not take special measures to filter contigs with more gradual

coverage drops like those in CAMP or BACT1. In general, mutations called in low-

coverage regions in a contig should be subject to scrutiny; calling p-mutations while

using a higher minAltPos value may improve the reliability of the called mutations

(see also Appendix B.9). This is true even in contigs with coverage drops, since using

higher values of minAltPos implictly increases the coverage needed to call a p-mutation;

however, such a measure will necessarily result in identifying fewer mutations in low-

coverage regions. Calling few mutations in low-coverage regions of a contig will have

the unpleasant side effect of limiting our ability to phase this contig, and may result

in the mis-identification of coldspots. To an extent, these problems are inherent to the

dataset under consideration, although they may be possible to circumvent through more
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sophisticated mutation identification tools.

B.4 Demonstrating strainFlye on the ChickenGut

dataset

To show that strainFlye can be applied easily to other datasets besides SheepGut—

and, in addition, to the output of other assemblers besides metaFlye [97]—we applied it

to a HiFi read-set (referred to as “ChickenGut”) from a chicken gut metagenome that was

assembled using hifiasm-meta [48].

Input reads and hifiasm-meta assembly.

We downloaded the reads in this dataset in SRA format (section 3.5, “Methods”),

and used the fastq-dump tool to create a FASTQ file of these reads.

We began our analysis of this dataset using the hifiasm-meta assembly generated

in [48]. Since hifiasm-meta’s output includes multiple assembly graph files, we used the

contigs in the assembly graph labelled chicken.hifiasm-meta.p ctg.gfa.gz, based on

the advice given in https://github.com/xfengnefx/hifiasm-meta/issues/10. This assembly

graph includes 17,073 contigs.

Alignment and näıve p-mutation identification.

Using strainFlye, we converted the assembly graph to a FASTA file of contigs

(strainFlye utils gfa-to-fasta) and then aligned reads to these contigs (strainFlye

align; see Appendix B.1).

We then näıvely called p-mutations in these contigs, as described in section 3.3.2,

“Computing mutation spectra”, using strainFlye call p-mutation with p = 1%. This

value of 1% serves as the minimum value of p used in drawing the FDR curves below; as

we will explain shortly, the coverage of MAGs in ChickenGut is generally lower than that

in SheepGut, limiting our ability to call p-mutations with frequency rarer than 1%.
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Decoy contig selection and FDR estimation.

In order to visualize FDR curves of mutation identifications in this dataset’s contigs,

we performed FDR estimation using strainFlye fdr estimate. We provided a file

of diversity indices produced by strainFlye call p-mutation as input to the FDR

estimation step, in order to allow the step to automatically select a suitable decoy contig

(section 3.5, “Methods”).

Since the average coverage of contigs in ChickenGut is generally lower than that

in SheepGut, no contigs with lengths ≥ minLength = 1 Mbp and average coverage

≥ minCov = 1,000x exist in this dataset (section 3.3.1, “Demonstrating strainFlye”). In

this situation, strainFlye raises an error explaining the situation to the user (section 3.5,

“Methods”): here we discuss how we adjusted the parameters of decoy contig selection

accordingly.

We can identify potential decoy contigs either by lowering our thresholds for

minimum length, or for minimum average coverage. In total, 148 / 17,073 = 0.87% of

contigs in ChickenGut have lengths ≥ minLength = 1 Mbp; we thus focused on lowering

our minimum average coverage threshold. These 148 contigs have average coverages

ranging from 4x to 304x. Six of these contigs have average coverages of at least 200x;

ten have average coverages of at least 150x; and 18 have average coverages of at least

100x. Although there is some ambiguity in what exactly to set the minimum average

coverage as, we lowered minCov to 100x. This resulted in the automatic selection of

contig s92.ctg000105c (length 1.90 Mbp, average coverage 293x) as the decoy.

The selection of a decoy contig implies FDR estimates for the näıve p-mutation

identifications of all other contigs in the dataset, for various values of p. Using the default

highFrequency = 5% parameter to define a p-mutation as indisputable (section 3.5,

“Methods”), we can draw FDR curves for the “rare” values of p ∈ [1.00%, 4.99%].
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Visualizing FDR curves.

We present a visualization of eight high-diversity-index target contigs’ FDR curves

for p-mutation identification in Figure B.6. This is analogous to the FDR curve visualization

for SheepGut shown in Figure 3.2.

For Figure 3.2, we selected target contigs for which to draw FDR curves by

considering contigs with high diversity indices (given p = 0.5%). Here, we took a different

approach, and instead chose contigs with high numbers of p-mutations per megabase

at p = 1%. This is because the default minReadNumber = 5 parameter we used in

determining “sufficient coverage” when computing the diversity indices (Appendix B.11)

causes many of the diversity indices computed for small values of p to be undefined for the

long contigs in ChickenGut, due to these contigs’ generally lower coverages. This problem

could be circumvented by re-computing diversity indices using a smaller minReadNumber

value (we note that this may also result in the selection of a different decoy contig), but

for the sake of time we have taken this other approach.

Interestingly, in the SheepGut FDR curve (Figure 3.2), the “Full” decoy context

yielded relatively low FDR estimates for many target contigs (at many values of p), and

the “CP2 & Tv & Nonsense” decoy context yielded relatively high FDR estimates. In

Figure B.6 the situation is reversed; this may be a consequence of the lower coverage in

ChickenGut resulting in fewer observed cases of these relatively rare types of mutations.

If we use the (relatively conservative) “CP2” decoy context, the best value of

p for target contig s7.ctg000008c yielding an estimated FDR ≤ 1% is p = 1.52%.

At this threshold, we identify 5,899 rare mutations per megabase in this target contig

(19,022 rare mutations total), in addition to 503 “indisputable” mutations (p-mutations

at p = highFrequency = 5%). This demonstrates that a large amount of diversity lurks

within this dataset.

This brief analysis illustrates the applicability of strainFlye to additional HiFi

metagenomic datasets: we have shown that our approach for FDR estimation can be
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Figure B.6. FDR curves for eight target contigs in ChickenGut. We use s92.ctg000105c
as our decoy contig, and chose the target contigs for this figure as the eight contigs (meeting
our length and coverage thresholds) with the largest number of p-mutations per megabase
at p = 1%. We draw a larger plot for the target contig s7.ctg000008c; we circle certain
values of p on the “Full” decoy context curve in this plot for clarity. We note that the FDR
curves drawn for s7.ctg000008c begin at p = 4.95% rather than p = 4.99%, because the
rare mutation rate of this contig is zero for larger values of p—this causes the estimated
FDR for this target contig to be undefined. The colors and other visual representations
used here for each decoy context (and combinations thereof) match those used in Figure
3.2. In general, the coverages of the “long” contigs in ChickenGut are much smaller than
those in SheepGut, resulting in the identification of fewer rare mutations in target and
decoy contigs alike.
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adjusted to work for datasets assembled by tools other than metaFlye, and with lower

coverage than SheepGut.

Identifying deletion-rich positions in ChickenGut.

In addition to drawing FDR curves for ChickenGut, we also analyze its alignment

in Appendix B.3 in order to show that the pattern of “deletion-rich positions” occurs in

this dataset as well as in SheepGut.

B.5 Applying LoFreq to the SheepGut dataset

Running LoFreq.

To compare LoFreq’s calls with those of NaiveFreq, we ran LoFreq (version 2.1.3.1,

installed using bioconda) on the three selected MAGs. Since LoFreq-NQ did not seem

available in this version of LoFreq, we ran lofreq call with default parameters.

Running LoFreq on these three MAGs took 474,054.00 seconds (over 5 days and

11 hours); however, we note that there have been recent improvements to LoFreq which,

using approximation methods, should decrease this runtime for high-coverage datasets like

SheepGut [92].

Throughout this Appendix (and in Figures 3.3 and B.9), we treat positions where

LoFreq called multiple single-nucleotide variants (i.e. with distinct alternate nucleotides) as

positions with a single freq(pos) value, defining freq(pos) based solely on the second-most-

common nucleotide aligned to a position (section 3.3.2, “Computing mutation spectra”).

This simplifies the process of comparing LoFreq and NaiveFreq’s results, since NaiveFreq

only calls at most one mutation per position. For reference, there exist 0 / 66 / 1 positions

at which LoFreq called multiple variants in CAMP / BACT1 / BACT2, respectively;

since these account for a small fraction of the total variants LoFreq called in these MAGs

(Figure 3.3), ignoring them should not make a large difference in the results shown here.
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Estimating the FDR of LoFreq’s calls.

Section 3.3.4, “Estimating the FDR of identified rare mutations using the TDA”

demonstrates how the target-decoy approach (TDA) can be applied to estimate the FDR

of a set of mutations; here we illustrate this process using LoFreq outputs. LoFreq called

22, 9,641, and 79 rare mutations in CAMP, BACT1, and BACT2, respectively. At the

frequency threshold p = 2%, NaiveFreq called a similar number of rare p-mutations (17,

10,520, and 100 for CAMP, BACT1, and BACT2, respectively). It turns out that the

sets of rare mutations identified by LoFreq and by NaiveFreq at p = 2% are somewhat

similar: the numbers of overlapping rare mutations between these groups are 15, 8,033,

and 43 for CAMP, BACT1, and BACT2. This suggests that, at least for this dataset,

LoFreq primarily detected rare mutations with frequency of at least 2%. Here, we describe

an analysis of FDRs which suggests that there exist many more lower-frequency rare

mutations.

Using LoFreq’s calls, the mutation rates for each MAG are 5.7× 10−6, 1.5× 10−3,

and 9.4× 10−6 for CAMP, BACT1, and BACT2, respectively. We can estimate the FDR

of LoFreq’s calls for BACT2 (using CAMP as a decoy) as 5.7×10−6

9.4×10−6 ≈ 60.6%, a very large

FDR, indicating that either most identified mutations are false or that selection of CAMP

as the decoy results in a highly inflated estimate of the FDR. Although NaiveFreq’s calls

at the frequency threshold p = 2% result in a lower estimated FDR of 4.4×10−6

1.2×10−5 ≈ 37.0%

for BACT2, this is still a high FDR that raises concerns about downstream analyses such

as phasing.

On the other hand, the estimated FDR of LoFreq’s calls for BACT1 (still using

CAMP as a decoy) is only 5.7×10−6

1.5×10−3 ≈ 0.4%; NaiveFreq at the frequency threshold of

p = 2% has a slightly lower estimated FDR of 4.4×10−6

1.6×10−3 ≈ 0.3%. Although both LoFreq and

NaiveFreq at p = 2% result in the reliable identification of rare mutations with low FDR,

we are still interested in extending the set of identified rare mutations while controlling the

FDR. For example, lowering the frequency threshold of NaiveFreq to p = 0.5% results in
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Figure B.7. Histograms of freq(pos) for LoFreq’s variant calls across the three selected
MAGs. These histograms demonstrate that, at least in the context of these MAGs in
this dataset, LoFreq seems to mainly call variants with frequency of at least 2%. The
titles of each histogram include the percentage of variants with freq(pos) ≥ 2%, and each
histogram includes a dashed line showing 2%.

the identification of 17,069 rare mutations in BACT1 (an additional 6,549 rare mutations

as compared to p = 2%) with a higher but still relatively low FDR estimate of 2.4%.

Visualizing mutation frequencies of LoFreq’s calls.

The above results, in addition to Figure 3.3, demonstrate that the variants called

by LoFreq are similar to those produced by NaiveFreq at p = 2%. To provide another

perspective on this similarity, Figure B.7 shows histograms of freq(pos) for all variants

called by LoFreq across the three selected MAGs.

B.6 Growth of the number of p-mutations per

megabase as p decreases

Figure 3.2 demonstrates how we can vary p to produce FDR curves for various

contigs. To provide additional context to this analysis, Figure B.8 demonstrates how

decreasing p monotonically increases the number of (rare) p-mutations identified in the

three selected MAGs.
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Figure B.8. Decreasing p (x-axis) increases the number of identified rare p-mutations per
megabase in the three selected MAGs (y-axis). (Top) Visualization of this relationship
for 485 values of p, using a logarithmic scale on the y-axis. (Bottom) Visualization for
a subset of these values of p, using a linear scale on the y-axis. Since BACT1 has the
lowest average coverage of 1,415x among the three selected MAGs (Appendix B.3), and
since we mandate that NaiveFreq only calls mutations at positions with alt(pos) > 1, both
plots use a minimum p of 2

1,415
≈ 0.15%; this matches the minimum p used in Figure 3.2.

This plot also includes a curve representing a “decoy contig” composed of just the CP2
positions in CAMP located in a single predicted gene. BACT1 and BACT2’s curves are
colored based on the estimated FDR for each value of p, using all of CAMP as a decoy
contig. We limit FDR color variation to within the range [0%, 10%] in order to emphasize
small differences in FDRs. The gray dots in BACT2’s curve in the bottom figure indicate
values of p for which no rare mutations were called, which prevented computation of the
FDR due to division by zero.
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B.7 Codon position analysis details

Normalized codon position mutation plots.

The plots shown in Figure 3.3 are useful when identifying relative patterns of

mutation rates (for example, that the number of mutations in CP2 in a MAG is less than

the number of mutations in CP3); however, since the total amount of positions within

protein-coding genes varies across MAGs, comparing the literal values between plots from

different MAGs is challenging.

We can account for this by dividing each value (the number of single-gene mutated

positions in CP1, CP2, and CP3, as well as the number of mutated positions in non-coding

regions) by the total number of positions, mutated and non-mutated, fitting these criteria.

This transforms the plots so that the y-axis values are now comparable: a y-axis value of

100% for a given CP indicates that all of the single-gene positions in this CP in this MAG

were identified as mutations, while a value of 0% indicates that none of the positions in

this CP in this MAG were identified as mutations. Figure B.9 is an analogue of Figure 3.3

adjusted in this way.

Codon position mutation plot computation details.

We also note that our plots only consider each position in a codon in isolation, so

“mutations” where multiple positions in a codon change at once might inflate these numbers.

For example, as shown in Figure B.12, BACT1 contains a few instances of AGA codons

(coding for Arginine) being substituted for CGC (which also codes for Arginine). Although

we would currently record this in the figures shown earlier as mutations at both CP1 and

CP3, we may instead prefer to discard these mutations entirely. Limiting these analyses

to consider codons where the consensus mutated codon differs by a single nucleotide, as

in the Appendix B.10, may be preferable (although these mutations should be relatively

uncommon).

Although we have not explicitly accounted for the possibility that some of the
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Figure B.9. Rare mutation frequencies across all first, second, and third codon positions
(as well as non-coding positions) for each of the three MAGs, using the same variant
calling methods as in Figure 3.3 and with y-axis values normalized by the total number of
positions considered in each bar. Although the relative patterns are the same as in Figure
3.3, y-axis values are now comparable across MAGs: this makes clear that BACT1 has
relatively more mutations than either of the other two MAGs.
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predicted genes we consider are nonfunctional pseudogenes that do not currently experience

selective pressure [7], our clear recapitulation of these expected patterns demonstrates

that these trends hold in practice.

B.8 Nonsynonymous, nonsense, and transversion

decoy contexts

From a decoy of positions to a decoy of mutations.

We consider all positions occurring within a predicted protein-coding gene (in

CP1/CP2/CP3), ignoring positions that are located within multiple predicted genes due to

gene overlap. An arbitrary position i has three possible mutations into another nucleotide,

based on this position’s CP (three possibilities) and its parent codon (64 possibilities). We

note this paper assumes use of the standard genetic code.

For an arbitrary position i, Si of these three mutations are synonymous and Ni of

these three mutations are nonsynonymous. For example, CP3 in the Lysine-coding codon

AAA has Si = 1 (AAG still codes for Lysine) and Ni = 2 (AAT and AAC both code for

Asparagine).

Similarly, if we limit our focus to positions i within the 61 sense codons (ignoring

the three stop codons TAA, TAG, and TGA), we can define the values NNSi and NSi,

corresponding respectively to non-nonsense and nonsense mutations. For example, CP1 in

AAA has NNSi = 2 (neither CAA nor GAA are stop codons) and NSi = 1 (TAA is a

stop codon).

Analogously to our computation of mutation rates for more traditional decoy contigs

(of either an entire MAG, or just the CP2 positions within a MAG), we can compute

a mutation rate for the decoy contig of possible nonsynonymous or nonsense mutations

within a MAG.
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Computing (non)synonymous mutation rates.

We define the rate of nonsynonymous mutations as RN = MN∑
i Ni

, where MN is the

total number of mutations observed in the decoy contig that are nonsynonymous with

respect to the position’s parent codon and
∑

i Ni is the sum of Ni across all candidate

mutation positions i located within the decoy contig. RN can be used in place of ratedecoy

when estimating the FDR of identified mutations.

For comparison, we can compute a corresponding rate for synonymous mutations

as RS = MS∑
i Si

. Like RN , RS is interpretable as a ratio of observed to possible mutations.

Figure B.10 shows plots of RS versus RN , illustrating that generally RS > RN .

We note that the RS and RN values bear resemblance to the commonly used Ka

and Ks values [79]; in computing RS and RN , we have attempted to adapt these ideas to

the aggregate analysis of different strains of a MAG, rather than the analysis of distinct

homologous genes.

Computing (non)sense mutation rates.

We define RNNS and RNS as ratios of observed to possible non-nonsense and

nonsense single-nucleotide mutations, computed analogously to RS and RN (albeit limited

to positions located within the 61 sense codons). These values can be interpreted similarly

to RS and RN , and are also visualized in Figure B.10. We expect to see more non-nonsense

than nonsense codon mutations in real sequencing data, since nonsense mutations are

usually harmful: and this is generally the case, although this pattern weakens as we reduce

p.

Computing transversion mutation rates.

As above, consider an arbitrary position i in a contig (not necessarily located

within a predicted gene). The nucleotide located at i has three possible mutations into

another nucleotide: of these three possible mutations, two are transversions (mutations

from a purine into a pyrimidine, or vice versa) and one is a transition (a mutation from
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one purine into another, or from one pyrimidine into another) [204]. Although there

are twice as many possible transversion mutations as transition mutations, transition

mutations generally occur more often than transversions [204, 94], to the point that variant

callers’ outputs are often evaluated using the ratio of transitions to transversions [206, 209].

Transversion mutations are thus an attractive option for constructing a decoy context,

similar to nonsynonymous or nonsense mutations. We can compute the ratio of observed

to possible transversion mutations analogously to how we compute RN and RNS above.

Combining decoy contexts.

Figure 3.2 demonstrates decoy contexts using CP2, nonsynonymous, nonsense, and

transversion mutations, as well as various combinations of these contexts. In total, this

figure shows ten distinct FDR curves: here we provide some details about the combinations

of decoy contexts that these curves represent.

These combinations can be thought of as intersections. The decoy context of “CP2”

and “Transversion,” for example, will consider only possible transversion mutations located

within CP2 positions. So, although the decoy context of just transversion mutations

considers all positions in the decoy contig, the combination of “CP2” and “Transversion”

implies focusing solely on positions located within CP2 of a single predicted gene.

If we consider a set containing the entries {“CP2”, “Transversion”, “Nonsynony-

mous”, “Nonsense”}, the resulting power set has 24 = 16 subsets, or combinations of these

contexts. However, not all of these subsets are distinct from each other in practice: for

example, all nonsense mutations are also nonsynonymous, so we can ignore combinations

that include both “Nonsynonymous” and “Nonsense.”

We can also ignore {“CP2”, “Transversion”, “Nonsynonymous”} because it is

identical to {“CP2”, “Transversion”}. In the standard genetic code, there is only one

possible synonymous CP2 mutation (TAA ←→ TGA, both of which are stop codons):

since A ←→ G is a transition mutation, the addition of the “Nonsynonymous” context to
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{“CP2”, “Transversion”} does not change anything.

We are now left with eleven distinct decoy contexts and combinations thereof. The

strainFlye fdr estimate command can produce up to eleven FDR curves, using any

of these contexts. Although strainFlye supports computing it, we note that one of these

eleven combinations ({“CP2”, “Nonsynonymous”}) is omitted from Figure 3.2. This is

because—although this decoy context is technically different from the decoy context of just

“CP2”—it is very difficult to visually distinguish these two contexts on a plot, since they

only differ in whether or not they count the aforementioned TAA ←→ TGA mutation.

Details in the use of nonsynonymous, nonsense, and transversion decoy
contexts.

We ignore positions that are “unreasonable” (discussed in Appendix B.12), to

simplify our interpretation of mutations. For example, when we identify nonsense mutations,

we assume directionality in this mutation—i.e. that the mutation goes from a sense codon

to a stop codon, and not the other way. The “Full” and CP2 decoy contigs do allow

unreasonable positions; however, there are in total only 169 unreasonable positions across

all three selected MAGs (for reference, 155 / 169 of these are in BACT1), so our exclusion or

inclusion of them should not make much of a difference in our estimated FDRs. Anecdotally,

these positions seem to be mostly artifacts of low-coverage regions.

When computing nonsynonymous and nonsense mutation rates, we note that our

consideration of the positions within a codon in isolation ignores the possibility of multiple

positions within a codon being mutated simultaneously—for example, if CP1 and CP2 of

the codon AGT (coding for Serine) are mutated into the codon TCT, these mutations are

ultimately synonymous since TCT still codes for Serine. However, viewed individually,

neither of these two mutations would be treated as synonymous, since neither TGT

(Cysteine) nor ACT (Threonine) codes for Serine. This is a limitation of our approach.

Relatedly, we do not explicitly account for alternative start codons. If a predicted

gene begins with a codon like TTG or GTG, then we will treat this codon as if it coded
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for Leucine or Valine, respectively.

Multiallelic positions also pose a challenge, because NaiveFreq only performs “binary”

mutation calling: it only classifies a position as mutated or not, based on a single alternate

nucleotide. It thus cannot call multiple mutations (into multiple alternate nucleotides) at a

single position, although more sophisticated tools like LoFreq [213] can do this. This means

that these mutation rates may be slightly lower than they would be if we had accounted

for multiple mutations at the same position. (However, as discussed in Appendix B.5,

these sorts of mutations should be relatively rare.)

Lastly, across all 61 · 3 = 183 positions i in CP1, CP2, or CP3 of the 61 sense

codons, there are
∑

i NNSi = 526 non-nonsense mutations and only
∑

i NSi = 23 nonsense

mutations [131]. We emphasize that, since the number of nonsense mutations is much

smaller than the number of non-nonsense mutations, the use of nonsense mutations for

FDR estimation should be done with caution. For example, although a decoy contig that

happens to have no nonsense mutations at all may imply a FDR estimate of 0%, this is

not necessarily a useful estimate.

Barplots of (non)synonymous and (non)sense mutation rates.

Figure B.10 shows plots of the rates of synonymous vs. nonsynonymous p-mutations

and the rates of non-nonsense vs. nonsense p-mutations as p decreases. This figure is

analogous to Figure 3.3 in section 3.3.3, “The target-decoy approach for estimating the

FDR of identified mutations”: both figures show how expected mutational patterns mostly

remain constant across the three selected MAGs as we adjust p, with some exceptions.

B.9 Identifying mutations based solely on read

counts

As an alternative to p-mutation calling, given a read count threshold r ≥ 1, NaiveFreq

classifies pos as an r-mutation if alt(pos) ≥ r. This is implemented in the strainFlye call
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Figure B.10. Barplots of RS, RN , RNNS, and RNS for various values of p. Since these
values are all ratios of observed to possible mutations in a MAG, these ratios increase
monotonically as p decreases (causing NaiveFreq to call more p-mutations). The text
above the bars for all rows above the bottom row indicates the number of called mutations
of each type for each MAG at each value of p; the bottom row shows the number of
possible mutations of each type for each MAG. Notably, the relative distributions of
possible synonymous vs. nonsynonymous and non-nonsense vs. nonsense mutations are
very similar across the three selected MAGs. The ratio of RS to RN , and the ratio of
RNNS to RNS, also vary with p. Due to selection, we would generally expect RS > RN

(i.e. relatively more synonymous than nonsynonymous mutations), and we would also
expect RNNS > RNS (more non-nonsense than nonsense mutations). The titles of plots
where either of these expected patterns do not hold are highlighted in red, like in Figure
3.3. This is the case for CAMP for p ∈ {1%, 0.5%, 0.25%, 0.15%}.
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r-mutation command, which functions analogously to the strainFlye call p-mutation

command discussed in the main text.

It is sometimes simpler to think in terms of counts than in frequencies, and in this

sense r-mutations can have some use. The set of all r-mutations for a large value of r

such as r = 100 provides, for example, an easy-to-interpret set of usually indisputable

mutations (albeit one that will almost certainly miss many real rarer mutations).

Though r-mutation identification can be useful in certain circumstances, we gen-

erally caution against using r-mutations in the context of our FDR estimation methods.

r-mutation identification does not explicitly account for coverage: contigs with higher

coverages can accumulate many more r-mutations at a given r simply by chance. (For

example, if a contig has coverage 1,000,000x, then its set of r-mutations at r = 100 becomes

much less convincing.) p-mutations, while not perfect, adjust the “burden of proof” needed

to call a p-mutation at a position based on this position’s coverage—this mitigates the

problem somewhat.

B.10 Constructing and visualizing mutation matri-

ces

Here we describe the construction and visualization of codon and amino acid

mutation matrices for a given MAG, as discussed in section 3.3.6, “Codon and amino acid

mutation matrices”. We provide the strainFlye matrix module for the construction

of these matrices. Similarly to [201], we define a given codon as mutated or not based

on considering the frequencies of 3-mers that span this codon in the alignment: this is

analogous to the process of classifying individual positions in a MAG as p-mutated or not,

as discussed in section 3.3.2, “Computing mutation spectra”.
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Identifying codon p-mutations.

Given a threshold p ∈ (0%, 50%], we classify a codon as p-mutated analogously to

how NaiveFreq classifies a position as p-mutated: in the case of a codon, we consider all

three-nucleotide sequences aligned to this codon’s three positions in a MAG.

We consider each codon within each predicted gene within a MAG, allowing the

consideration of the same position(s) multiple times if they are present in overlapping genes.

(Although we considered limiting these matrices to codons only present in a single gene, we

elected not to do this because this might bias our analyses against the inclusion of codons

located near the ends of genes—such as Stop codons.) We consider reads aligned to the

MAG that cover all three positions in this codon within a single linear alignment, where

every position in the read’s alignment to this codon is a match or a mismatch operation. A

read’s alignment spells a mutated 3-mer in this codon if the read’s sequence aligned to the

codon differs from the reference codon sequence. For each codon, we compute all matched

and mismatched (mutated) 3-mers aligned to the codon from covering read alignments.

After computing this information for every codon, we then ignore codons where

the most common aligned 3-mer (or, in the case of a tie, any of the most common aligned

3-mers) at this codon is not exactly the same as the reference codon’s 3-mer. This check

allows us to ignore low-coverage or otherwise difficult-to-interpret codons where it is

unclear how to define a “mutation” from this codon into another, and is analogous to how

we also ignore “unreasonable” positions in other analyses in this paper. We implicitly

make the assumption that these mutations occur from the reference codon.

For all codons that pass the above check, we then classify the codon as mutated

or not similarly to how we classified positions as mutated in section 3.3.2, “Computing

mutation spectra”: if the maximum-frequency mutated 3-mer aligned to the codon has

a relative frequency (analogous to freq(pos)) greater than or equal to some threshold p

and an absolute frequency (analogous to alt(pos)) greater than 1, we define the codon as

p-mutated. Unlike our use of NaiveFreq in FDR estimation, we consider both rare and
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indisputable p-mutated codons.

Our exclusion of codons where the reference 3-mer is not also the most common

aligned 3-mer means that, as with the definition of freq(pos) in section 3.3.2, “Computing

mutation spectra”, the relative frequency of any p-mutated codon is constrained to the

range of (0%, 50%].

Once we identify codon mutations, we can then compute codon mutation frequencies

and construct a mutation matrix.

Computing codon mutation frequencies.

Using these identified codon mutations, we compute the total number of (X, Y )-

mutations (the number of times codon X mutates into a different codon Y ) and the total

number of X-mutations (the number of times X mutates into any of the other 63 codons,

including Y ). We define the codon mutation frequency of X into Y as the number of

(X, Y )-mutations divided by the number of X mutations.

Visualizing codon mutation frequencies.

Figure B.11 is a 64x64 codon mutation matrix representing all single-nucleotide

codon mutation frequencies throughout BACT1, using the threshold p = 0.5% to näıvely

call codons as p-mutated. Figure B.11 reveals large variations in the mutation rates of

various codons encoding the same amino acid, indicating that codon-based matrices may

be more sensitive for strain comparison. For example, the Glycine-encoding codons GGA

and GGG have mutation rates 3% and 11%, respectively. Interestingly, our analysis reveals

that rare codons typically have much higher mutation rates than frequent codons for the

same amino acid.

Figure B.12 shows “full” codon mutation matrices. The main differences between

these matrices and the matrix shown in Figure B.11 are the inclusion of all codon

mutations in each row (not just the 9 single-nucleotide mutations from a given codon); the

representation of mutations in the matrix and Syn column as raw numbers, rather than
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Figure B.11. The 64x64 single-nucleotide codon mutation matrix for BACT1 (using the
frequency threshold p = 0.5%). The numbers on the main diagonal show the number of
times a codon occurs in all genes in the MAG, rounded to the nearest thousand (for codons
that occur less than 1,000 times, the raw number is shown). Percentages off of the main
diagonal show the fraction of times a given mutation from codon X into codon Y was
observed, relative to the total number of single-nucleotide codon mutations from codon
X in this MAG. The sum of the non-diagonal entries in each row of the matrix, then,
should be approximately 100%. The text fonts representing numbers in the non-diagonal
cells of the matrix are colored white or black if the mutation represented in this cell is
nonsynonymous, and light green or dark green if this mutation represented in this cell is
synonymous. The labels of the matrix are annotated with both the codon sequence and the
corresponding amino acid / stop codon translation, abbreviated as a single letter [32]. The
column labelled Syn shows the sums of synonymous single-nucleotide mutation percentages
across each row in the matrix (these sums are also included as text within these columns).
The column labelled “Mutation Count” shows the total number of mutations of this row’s
codon in BACT1’s genes (including both single-nucleotide and non-single-nucleotide codon
mutations). The column labelled “Mutation Freq” shows “Mutation Count” for each
codon’s row divided by the total number of occurrences of this codon in BACT1’s genes.
The gradient on the right is a legend mapping percentages to colors in the viridis colormap
[179]. The shown matrix only reflects single-nucleotide codon mutations; however, a “full”
version of this matrix is shown in Figure B.12.
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Figure B.12. “Full” codon mutation matrices for the three selected MAGs (using the
frequency threshold p = 0.5%).

percentages; the presence of a NonSyn column instead of the “Mutation Count” column;

and the lack of color in the codon mutation rate column (since coloring percentages

using the same scale by which the raw numbers are colored is an “apples-to-oranges”

comparison).

Visualizing amino acid mutation counts.

Figure B.13 shows the 21x21 amino acid / stop codon mutation matrices for each

of the three selected MAGs, derived from their corresponding codon mutation matrices
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shown in Figure B.12. As with Appendix B.8, we do not account for alternative start

codons.

B.11 Diversity index details

Here we provide further information on diversity indices introduced in section 3.3.7,

“Diversity indices”.

Defining “sufficient coverage” for p-mutation calling.

Here we assume that strains of a given organism are sequenced exhaustively, and

that the alignments of all reads are correct. Although these assumptions may be broken

in practice [123], they should be acceptable in the context of high-coverage HiFi datasets.

Given these assumptions we would expect to see, for each strain with population frequency

p, p · C copies of this strain’s sequence at a given position in the alignment (where C is

the coverage at the position). For example, a strain with population frequency p = 25%

would on average be represented at 25x coverage at a given position in the alignment

with coverage C = 100x; similarly, a strain with population frequency p = 0.8% would on

average be represented at 8x coverage at a position with coverage C = 1,000x.

We thus define the minimum sufficient coverage for some p as minSuffCov =

minReadNumber
p

, where minReadNumber (default value 5) is a small positive parameter and

p is represented as a number in the range (0, 0.5] rather than as a percentage. That is, if

we want to find mutations with a given population frequency using solely the sequencing

data at hand, without taking into account further biological insights about error rates,

we need to have sufficient sequencing coverage to where we would expect to observe

minReadNumber copies of these mutations [191]. This relation between minSuffCov

and p makes clear that the burden of proof for calling a relatively “common” mutation (e.g.

p = 50%) is much lower than the burden of proof for calling a relatively “rare” mutation

(e.g. p = 0.5%).
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Figure B.13. The 21x21 amino acid / stop codon mutation matrices derived from codon
mutation data for the three selected MAGs (using the frequency threshold p = 0.5%).
Percentages in each matrix show the number of times a given mutation from one amino
acid / stop codon into another was observed based on the codon mutation data (including
both single-nucleotide and non-single-nucleotide codon mutations), divided by the total
number of mutations (both synonymous and nonsynonymous) seen from this row’s amino
acid / stop codon. The denominators of these percentages for each row are represented in
the “Mutation Count” column. The numbers in the “Occurrence Count” columns show the
number of times an amino acid / stop codon occurs in all genes in a MAG. The numbers
in the “Mutation Freq” columns show “Mutation Count” divided by “Occurrence Count”,
analogously to the “Mutation Freq” column in Figure B.12. Numbers are colored white or
black arbitrarily, in order to improve legibility on dark or light cells. Synonymous codon
mutations (e.g. GCA into GCC, both of which code for Alanine) are represented as values
on the main diagonals. Amino acids are referred to by their single-letter abbreviations [32],
with the ∗ character (located in the final row and column of each matrix) representing
stop codons. The gradients on the right are legends mapping percentages to colors in the
viridis colormap [179].
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Defining “sufficient coverage” for r-mutation calling.

Appendix B.9 details the identification of r-mutations, which are called using read

counts rather than frequencies. There is less need to impose an additional requirement of

sufficient coverage for these particular mutations.

However, knowledge of which positions are or are not sufficiently-covered has other

uses—for example, as shown below, when defining entire contigs as sufficiently-covered

or not. We thus define a position as sufficiently-covered to call a given r-mutation using

a quantity named minCovFactor (default value 2): the minimum sufficient coverage for

some r is defined as minSuffCov = minCovFactor ·r. Since r corresponds to the count of

the second-most-common nucleotide at a position, the default value of minCovFactor = 2

means that this condition will always hold if we have called an r-mutation in the first

place (although it will also hold for many positions at which there exist no r-mutations).

Computing the diversity index for sufficiently-covered contigs.

We have shown above how to compute the minimum sufficient coverage for calling

p- or r-mutations for arbitrary positions in a contig, when computing diversity indices.

We (somewhat crudely) define a contig G itself as sufficiently-covered if at least 50% of its

positions are sufficiently-covered.

We define the diversity index for a sufficiently-covered contig G as the number of

called p- or r- mutations in the sufficiently-covered positions in G, divided by the total

number of sufficiently-covered positions in G. If a contig is not sufficiently-covered, we do

not define a diversity index for it.

Information about high-diversity-index edges.

Figure 3.4 reveals a number of edges in SheepGut with high diversity indices. Here

we provide further information about these edges in order to help in the interpretation of

this figure.

For reference, the most diverse edge at p = 50% is edge 3091 in the graph, which
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has a length of 1 Mbp and a coverage (reported by metaFlye) of 40x. Kaiju [124] classified

this edge as Dorea formicigenerans.

The most diverse edge at p = 25% is edge 15931, which has a length of 1.1 Mbp

and a coverage of 33x. Kaiju classified this edge as an uncultured Flavonifractor sp.

The most diverse edge for p ∈ {10%, 5%, 2%, 1%, 0.5%} is edge 3030, which has

a length of 1.9 Mbp and a coverage of 1,011x. Kaiju classified this edge in the phylum

Firmicutes.

The most diverse edge at p = 0.25% is edge 23917, which has a length of 1 Mbp

and a coverage of 1,973x. Kaiju classified this edge as Phocaeicola vulgatus.

Although edges 3030 and 23917 both have very high coverage, neither were selected

for the analyses in the rest of this paper because these edges were located in the largest

“hairball” component of the assembly graph. (Edges 3091 and 15931 are also located in the

“hairball,” for reference.)

B.12 Hotspot genes in the three selected MAGs

For each gene in each MAG, we can compute values for each gene describing the

mutations observed for the positions in this gene. These values include the mutation rate

as well as more specific values such as the nonsynonymous mutation rate (defined as the

fraction of mutated positions in the gene where the highest-frequency alternate nucleotide

causes a nonsynonymous mutation in the position’s codon within the gene; more details

are described later in this Appendix).

For convenience’s sake, here we ignore positions where the reference nucleotide

is not also the consensus (i.e. most frequently seen in the alignment at this position)

nucleotide. Positions that do not meet this criteria, termed “unreasonable” positions, are

not included as mutations when computing the mutation rates shown in Table B.2. This

simplifies the computation of the nonsynonymous mutation rate, since it becomes easier to
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say that a given nucleotide represents a mutation “from the reference”; this is analogous

to how certain codons are ignored in the Appendix B.10.

Out of a total of 1,297 / 1,761 / 2,567 genes in CAMP / BACT1 / BACT2,

respectively, 110 / 1,511 / 677 genes have nonzero p-mutation rates (using the threshold p =

0.5%). Of these genes, 98 / 1,171 / 566 genes have nonzero nonsynonymous mutation rates.

(The rounded average gene lengths for each MAG are 919 / 1,106 / 897 bp, respectively.)

To assist in identifying specific genes of interest, Table B.2 presents information about

the ten genes with the highest mutation rates for each of the selected MAGs. Given this

information, we can now investigate the mutation spectra of these genes in an attempt

to learn more about the strain(s) of these MAGs present in the dataset, for example as

shown in Figure 3.5.

Computing the nonsynonymous mutation rate of a gene.

Table B.2 makes use of the nonsynonymous mutation rate, a value we defined for

each gene. Here we describe some minor details of the computation of this value.

When computing this metric we consider all mutated positions from all codons

in a gene. An example gene containing 99 positions—with two mutated positions, both

in the same codon within the gene, and each causing a nonsynonymous mutation by

themselves—would have a nonsynonymous mutation rate of 2/99 ≈ 2.02%.

We note that our definition of a mutation as “nonsynonymous” assumes that the

contig in which this mutation occurs follows the standard genetic code, and that we do

not explicitly account for alternative start codons. These assumptions match those used in

Appendices B.8, “Nonsynonymous, nonsense, and transversion decoy contexts” and B.10,

“Constructing and visualizing mutation matrices”.

A rare corner-case in this definition occurs when a given mutated position has more

than one highest-frequency alternate nucleotide. For example, we could imagine CP3 of

the codon CAA. This codon codes for the amino acid Glutamine. If, in CP3 of this codon,
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Table B.2. The ten most mutated genes in the three selected MAGs (using the threshold
p = 0.5% to classify a position as mutated or not). The “#” column shows the number
assigned to each gene in the SCO files output by Prodigal for each MAG. We sort genes
by their total mutation rate (the rightmost column); the mutation rates for the top ten
genes in BACT1 are much higher than those from the other two MAGs.
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CAMP

Left Right Length (bp) # Nonsyn. Mutation Rate Mutation Rate
1,208,927 1,210,075 1,149 1217 0.26% 2.96%
1,053,365 1,055,938 2,574 1056 0.31% 0.97%
1,197,031 1,197,267 237 1205 0.84% 0.84%
1,287,424 1,287,777 354 1295 0.56% 0.56%
890,033 890,569 537 886 0.37% 0.56%
223,065 223,976 912 229 0.55% 0.55%

1,056,052 1,059,237 3,186 1057 0.16% 0.50%
493,154 493,558 405 477 0.49% 0.49%

1,231,190 1,231,402 213 1243 0.00% 0.47%
684,152 684,607 456 674 0.44% 0.44%

BACT1

Left Right Length (bp) # Nonsyn. Mutation Rate Mutation Rate
1,041,656 1,042,084 429 868 16.32% 20.05%
206,606 207,304 699 184 12.73% 18.74%

1,402,353 1,402,718 366 1185 9.29% 16.94%
266,551 267,051 501 241 7.78% 15.77%

1,326,288 1,327,073 786 1118 7.00% 15.27%
724,871 725,443 573 586 10.65% 15.18%

1,458,950 1,460,104 1,155 1233 9.09% 15.06%
1,041,043 1,041,654 612 867 9.64% 14.38%
1,156,180 1,157,316 1,137 966 9.15% 14.16%
601,203 602,750 1,548 486 8.07% 13.95%

BACT2

Left Right Length (bp) # Nonsyn. Mutation Rate Mutation Rate
2,797,869 2,798,756 888 2561 0.90% 4.84%
2,512,322 2,513,143 822 2288 0.49% 3.77%
1,696,990 1,697,364 375 1575 1.33% 2.13%
2,216,402 2,216,542 141 2030 1.42% 2.13%
2,626,301 2,626,774 474 2420 1.48% 1.90%
177,371 177,700 330 155 1.21% 1.82%
660,412 660,522 111 646 1.80% 1.80%

2,510,205 2,512,007 1,803 2286 0.50% 1.72%
2,101,831 2,102,010 180 1926 1.11% 1.67%
269,131 269,250 120 249 1.67% 1.67%
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100 aligned reads have an A, 10 aligned reads have a C, 10 aligned reads have a G, and

1 aligned read has a T, then this position will be labelled as a p-mutation for p = 0.5%,

since 10/121 ≈ 8.26%, which is greater than 0.5%. However, it is ambiguous whether

or not this mutated position causes a nonsynonymous mutation: C and G are tied as

the highest-frequency alternate nucleotide, and CAC causes a nonsynonymous mutation

(coding for Histidine) but CAG does not cause a nonsynonymous mutation (coding for

Glutamine).

In the case of this sort of tie, the alternate nucleotide selected for determining

whether or not this mutation is nonsynonymous or not is arbitrary. However, we expect

that this case should generally be rare.

Coverages of highly-mutated genes.

Figure B.14 shows the coverages of the highest-mutation-rate genes for each of

the three selected MAGs. This figure demonstrates that the coverages these genes are

uniformly high, and that the mutation spectra of these genes (shown in Figure 3.5 in the

main text) are thus reliable.

B.13 Identifying strains in the most mutated gene

of BACT1

The most mutated gene in BACT1 (gene 868 of length 429 bp) exhibits a complex

pattern of mutations illustrated in Figure 3.5 (middle subfigure) with three main levels of

mutated positions, at approximately 1.5%, 4.5%, and 6.5%. Below we attempted to group

all 1,273 reads spanning this gene into clusters representing putative strains.

We transformed each read into a 429-dimensional binary vector, where the i-th

value of a read is set to 1 if this read differs from the BACT1 reference MAG (with a

mismatch or deletion/skip) at the i-th position of gene 868, and is set to 0 otherwise. We

then performed k-means clustering on these 429-dimensional binary vectors for k ∈ [1, 20]
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BACT1: Gene #868
Left end 1,041,656, right end 1,042,084 (length 429 bp), strand +

Coverage ranges from 1,225x to 1,341x (average: 1,296.73x)
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Coverages of three highly-mutated genes

Figure B.14. Scatterplot showing mismatches(pos) + matches(pos), also known as
coverage, for each position pos within the highest-mutation-rate genes in CAMP, BACT1,
and BACT2. As in Figure 3.5, positions are colored by their codon position within the
parent genes shown here. This plot demonstrates that the coverages of these genes are all
high (≥ 1,000x) and somewhat uniform. Strangely, coverage increases slightly over the
length of the highest-mutation-rate gene in CAMP; although this may just be a sequencing
artifact, it may indicate that this genome is being actively replicated, since such genomes
have higher coverage near the origin of replication [99]. (We thus highlight the location of
this gene in Figure B.17 in the Appendix B.16.) The coverage of the highest-mutation-rate
gene in BACT1 contains more dramatic “jumps,” although these are primarily due to this
plot not counting deletions towards coverage.
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using scikit-learn [147]. A plot of the performance of each of these runs of k-means

clustering, assessed using scikit-learn’s “intertia” measurement, is shown in Figure B.15

(left). This plot contains a clear “elbow” at k = 4 after which improvements in classification

begin to plateau, indicating that 4 is likely an acceptable number of clusters [69]. This

corroborates the mutation spectrum of this gene in Figure 3.5 (middle), which contains

the aforementioned three rough levels of mutated positions’ frequencies (in addition to a

fourth level of mostly un-mutated positions). In order to provide an additional view of how

these reads’ vectors vary, Figure B.15 (right) shows a principal component analysis plot

of a matrix of the binary vectors, with points colored by their assigned cluster from the

k-means clustering algorithm at k = 4. The majority of reads belong to the first cluster,

which contains relatively “un-mutated” reads.

We note that the first draft of this analysis did not consider deletions/skips in a

read at a given position in the gene to result in a 1 in that read’s binary vector at this

position (in these cases, the vector would contain a 0 at this position). This version of the

analysis resulted in the selection of an “elbow” at k = 3 clusters. From manual inspection

in IGV [190], the reads aligned to this gene contain many deletions; this is why we have

presented this particular analysis in a way that considers deletions as mutations.

B.14 Plots of mutation locations

Figure B.16 visualizes the locations of mutations in CAMP, BACT1, and BACT2.

Although mutations are spread throughout these MAGs, especially for small values of p,

there are obvious coldspots. For example, there are two particularly large regions without

any identified p-mutations located near 1.6–1.8 Mbp in BACT1: these regions have no

p-mutations even when p = 0.5%, a surprising result. Appendix B.15 further investigates

the coldspots in BACT1.

Hotspots can also be identified from Figure B.16, although they are less easy than
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Figure B.15. (Left) Plot of k versus k-means clustering performance for the 1,273
429-dimensional binary vectors representing reads spanning gene 868 in BACT1. Per the
scikit-learn documentation at https://scikit-learn.org/stable/modules/generated/sklearn.cl
uster.KMeans.html, the “inertia” measurement describes the “sum of squared distances of
samples to their closest cluster center” [147]; the use of inertia as the clustering evaluation
metric is based on the tutorial given at https://www.analyticsvidhya.com/blog/2021/01/i
n-depth-intuition-of-k-means-clustering-algorithm-in-machine-learning/. We highlight
k = 4 here, which represents a clear “elbow” in this plot. (Right) Principal component
analysis (PCA) plot of the 1,273 429-dimensional binary vectors. Each vector’s point is
colored by its assigned cluster from k-means clustering with k = 4, using the “Dark2”
color map from ColorBrewer [19]. The two-dimensional visualization provided by PCA
mostly separates the four clusters. We performed PCA using scikit-learn [147].
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Figure B.16. Locations of p-mutations throughout the three selected MAGs. Black or
green vertical lines indicate p-mutations; black lines correspond to mutations located within
at least one gene, while green lines correspond to mutations located within intergenic
regions. The values of p shown here are the same as those shown in the context of the
diversity index plots in Figure 3.4. p-mutations are only identified for sufficiently-covered
positions (represented by gray horizontal bars); insufficiently-covered positions are marked
with red horizontal bars instead. We determine “sufficient coverage” as described in
Appendix B.11 for p-mutations, using minReadNumber = 5. As was also the case in
Figure 3.4, BACT1 is not sufficiently covered for p = 0.25% (the minimum sufficient
coverage for this value of p is 5

0.0025
= 2,000x). These plots are a very coarse, high-level

way of visualizing mutation locations across these MAGs, and identifying small single-
nucleotide-level details is challenging due to the limited resolution available. However, these
plots are nonetheless useful for making high-level comparisons between the distributions of
p-mutations across these MAGs. We note that MAGs are represented here linearly rather
than circularly, a distinction from the figures in [175, 213]. This representation is used
both to simplify the comparison of many different sequences and values of p, and because
the sequence corresponding to CAMP is not completely assembled into a single circular
sequence (as discussed in Appendix B.2).
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coldspots to distinguish in this visualization. For example, when p = 10% and when

p = 5%, 34 of the 35 p-mutations in CAMP are represented by the single black bar located

near the 1.2 Mbp point in the MAG: these 34 mutations, it turns out, are all contained

within a single highly-mutated gene in CAMP (shown in Figure 3.5).

B.15 Investigating coldspots

Taxonomic classifications of long coldspots in BACT1.

At p = 0.5%, and without attempting to call p-mutations at positions with coverage

less than 1,000x (Figure B.16), BACT1 contains 7 “coldspots” corresponding to regions of

length ≥ 5,000 bp without any p-mutations. Table B.3 describes the location, length,

average coverage, and taxonomic classifications of each of these coldspots.

We suspected that some of these coldspots might correspond to conserved sequences

(e.g. parts of 16S rRNA genes) that would not vary much across genomes. To check this,

we ran barrnap [173] on BACT1; although barrnap predicted multiple rRNA genes, none of

these predicted genes’ coordinates intersected with any of the seven coldspots investigated

here. The cause of these coldspots is thus still unclear. The two coldspots for which

BLASTN identified matches to viral genomes may indicate recent prophage insertions that

could justify the lack of mutations in these regions [114], although additional work would

be needed to prove this.

Evaluating statistical significance of coldspots.

Although it is tempting to assume that long “gaps” between mutations in a contig

have some biological meaning, gaps between mutations could arise by chance. To provide

additional context for the gaps identified in a dataset, the strainFlye spot cold-gaps

command can compute a simple p-value describing the probability of the longest gap in a

contig being at least a certain length. The computation of this p-value relies on the null

hypothesis that each position in the contig is defined as mutated or not independently,
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using a fixed contig-specific mutation rate. This assumption reduces the problem of

computing this p-value to the classical problem of analyzing the distribution of the length

of the longest run of heads in a sequence of coin tosses [10].

For each contig with at least one mutation and at least one gap meeting a user-set

minimum length threshold, we define the mutation rate of this contig, q, as the ratio of

mutated positions in this contig (m) to the total number of positions in this contig (n) [56].

Under our null hypothesis, the mutation status of each position in a contig can be thought

of as the result of a Bernoulli trial with probability of “failure” (the position is mutated)

set to q = m
n

, and probability of “success” (the position is not mutated) set to p = 1− q.

If the null hypothesis were true, then the number of non-mutated positions in a contig

should thus follow the Binomial distribution with expected value np = n
(
1− m

n

)
= n−m.

This null hypothesis is an obvious oversimplification that will be broken in practice:

for example, Figure 3.3 makes clear that the probability of a position being mutated is

not the same for all positions in a contig. However, we submit that it is an acceptable

approximation, especially since these p-values are intended only as a starting point for

further analysis of these gaps.

For each contig, we can compute the probability of the longest gap in the contig

(equivalently, the longest run of “successes” in a sequence of Bernoulli trials) using the

final equation shown in [10]. We allow the user to choose between attempting to compute

exact p-values using the equation from [10], or using the approximation method shown in

[137]. For example: using NaiveFreq p-mutation calling at p = 0.5% (and ignoring whether

or not sufficient coverage exists, unlike in Table B.3 and Figure B.16), the longest coldspot

in BACT1 has length 19,167 bp (corresponding to the fifth coldspot listed in Table B.3).

The probability of seeing a gap at least this long by chance, considering BACT1’s length

and the amount of p = 0.5% mutations contained therein, is 6.0498× 10−91 (computed

using the exact method from [10]).

We note that these p-values come with some caveats in addition to the obvious
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Table B.3. Information about all coldspots of length ≥ 5,000 bp in BACT1. Coldspots
are listed from left to right in the MAG. For the purposes of this table we define coldspots
as regions of BACT1 containing no p-mutations at p = 0.5%, and we only attempt to call
p-mutations at sufficiently-covered positions (where the coverage is at least 5

0.005
= 1,000x,

as discussed in Appendix B.11). As in Table B.1, the “Coverage” column describes the
rounded average coverage of each region: most coldspots have coverages consistent with
the BACT1 average of 1,415x, although the third coldspot (containing the large region
of insufficiently-covered positions in the middle of BACT1 shown in Figure B.16) has a
much lower coverage. We provide taxonomic classifications to provide a basic analysis
of why these parts of BACT1 are “cold”—due, for example, to having evolutionarily
conserved functions or arising from prophage insertions. The “Kaiju” column describes the
taxonomic assignments from Kaiju [124] of each region, computed as described in Table
B.1. Since Kaiju was only able to classify the entirety of BACT1 as Bacteria, the diversity
of taxonomic classifications shown for different regions of this MAG is not necessarily
surprising. This diversity could be due to a variety of factors: for example, this MAG
could correspond to a novel species, or it could contain multiple strain-level genomes
collapsed into a single sequence. This latter situation is common for many MAGs, for many
metagenomic assemblers; this is in part a consequence of us running metaFlye without
the --keep-haplotypes flag, as well (Appendix B.2). Since some of these coldspots are
relatively short (Kaiju relies on protein-level matches), we also used BLASTN 2.12.0+
[218] on the NCBI nucleotide collection database [130] with default parameters to attempt
to assign matches to these regions. The “BLASTN” column describes the scientific name of
the sequence listed first in the BLASTN results for each coldspot region, sorting sequence
matches by ascending E-values; BLASTN did not identify any matches for the leftmost
coldspot.
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Left Right Length (bp) Coverage Kaiju BLASTN

740,701 750,399 9,699 1,261x
Clostridium sp.

CAG:1013
“No significant

similarity found”

974,177 979,570 5,394 1,226x
Bacteroides
fragilis

Emticicia
oligotrophica DSM

17448

1,183,798 1,229,941 46,144 432x
Tannerella sp.

CAG:118
Podoviridae sp.

1,229,943 1,239,536 9,594 1,384x
Prevotella
disiens

Podoviridae sp.

1,618,448 1,637,614 19,167 1,454x
Bacteroides
uniformis

Phocaeicola
salanitronis DSM

18170

1,798,600 1,813,374 14,775 1,374x
Alistipes sp.
CHKCI003

Uncultured organism
clone VC1D523TF

2,140,896 2,147,770 6,875 1,345x Bacteroidales
Ruminococcus sp.

JE7A12
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simplicity of the null hypothesis used. For one, we do not correct for multiple testing (so

blindly classifying all longest-gap p-values less than 0.05, for example, as “significant” may

be problematic when considering datasets with many contigs). Additionally, the equation

for computing the p-value of a gap is given only for a sequence of Bernoulli trials; in the

rare case where the longest coldspot gap in a contig is the “loop-around” gap from the

rightmost mutation to the leftmost mutation, we implicitly ignore that this break in the

contig exists, and act as if this gap were instead in the middle of the contig. This may

technically violate the assumptions made by the equation, but we do not imagine it should

complicate the interpretation of these p-values.

B.16 Growth dynamics

Here we demonstrate simple analyses of the three selected MAGs’ growth dynamics

by comparing their coverages (Appendix B.3) and GC skews. We emphasize that strainFlye

performs these analyses without reliance on reference databases.

A global maximum in a coverage plot usually indicates the origin of replication for

a bacterial genome that is undergoing replication, and the ratio of this global maximum’s

coverage to a global minimum’s coverage (the peak-to-trough ratio, or PTR) can measure

in vitro bacterial growth rates [99]. Similarly, the global minimum of GC skew of a

bacterial genome can also be indicative of its origin of replication [108, 63]. Figure B.17

shows plots of coverage and GC skew for the three selected MAGs, demonstrating a clear

anticorrelation between coverage and skew. To simplify these plots, we bin each MAG’s

coverage and skew; the strainFlye dynam covskew command can compute these binned

quantities.

We can compute the PTR [99] for each MAG by computing the ratio of normalized

coverage at the bin with the global minimum of the skew to the ratio of normalized

coverage at the bin with the global maximum of the skew; both extrema are highlighted
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in Figure B.17. CAMP’s PTR is 1.18
0.93
≈ 1.27; BACT1’s PTR is 1.01

0.93
≈ 1.08; and BACT2’s

PTR is 1.28
0.91
≈ 1.40. All of these values are consistent with the distributions of PTRs

shown in Figure 1(B) of [99], and they indicate that—if the organisms represented by these

MAGs are indeed undergoing replication—the replication rate is higher for BACT2 and

CAMP than for BACT1. Although further work would be needed to validate these claims,

our ability to make these observations shows that HiFi-based metagenomics enables the

evaluation of the growth dynamics of a metagenome.

We close by noting that, beyond serving as an example of the utility of complete

metagenomics, information about PTRs can be useful in a variety of contexts when

studying human-associated microbiota [85]. Prior work has also linked mutation rates

and replication timing within a single yeast chromosome [103]; so, information about

putative replication origins has potential to inform a “prior” about how likely mutations in

certain regions of a MAG are, extending on the approaches for identifying rare mutations

described in this paper.

B.17 The link graph structure for haplotype visual-

ization

Here we define link graphs for representing mutations within a MAG that likely

co-occur on the same strain. Nodes in the link graph represent alleles of mutated positions,

and edges connect alleles that are observed together in the reads. The link graph resembles

the two graph structures (the “simple graph” and “probabilistically weighted graph”)

for metagenomic haplotyping proposed in [138]. The link graph differs from the graphs

proposed in that paper in that non-adjacent pairs of mutations can be connected; the edge

weighting methods are also somewhat simpler than those defined for the probabilistically

weighted graph [138]. That said, we expect that for many cases these graphs should be

fairly similar. We provide the strainFlye link module for the construction of these

181



Figure B.17. Coverage and GC skew throughout the three selected MAGs. We bin and
normalize coverages in order to simplify comparisons (both between coverage and skew
for the same MAG, and between coverages of different MAGs). Starting at the left end
of each MAG, each 10 kbp of positions are combined into a single bin. (The rightmost
bin for each MAG can contain less than 10 kbp positions.) We compute the median
coverage of each bin and then compute the entire MAG’s median coverage (M) by taking
the median of all bins’ median coverages. We then divide each bin’s median coverage by
M in order to normalize each bin’s coverage. These normalized coverages are clamped to
the range [0.7, 1.3] to limit the visual impact of outliers that likely represent sequencing
artifacts: these boundaries, in addition to y = 1, are represented as horizontal dotted lines
on each plot. We compute GC skew for the same bins of 10 kbp used for coverage. The
GC skew of a bin containing G instances of G and C instances of C is defined as G−C

G+C
,

plus—for all bins after the leftmost—the GC skew of the bin immediately to the left of
the current bin [63]. The midpoints of the bins with the global minimum and maximum
GC skew in each MAG are highlighted with vertical lines, a choice inspired by Figure
1 of [99]. We also highlight the midpoint of gene 1217, the highest-mutation-rate gene
in CAMP, as another vertical line in the CAMP plot. This enables us to follow up on
our observation in Figure B.14 in Appendix B.12 that this gene’s coverage is increasing.
Here we can confirm that this gene is located in a region of the MAG where, in general,
coverage is increasing and GC skew is decreasing; this may be indicative that this region
of the CAMP is being actively replicated. Although all three MAGs’ skew plots have clear
global maxima, only BACT2’s skew plot has an “obvious” global minimum. The fact that
CAMP is not completely assembled, as discussed in Appendix B.2, may be a causal factor
for its lack of a clear global minimum skew.
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graphs.

Defining a link graph.

We define one link graph per MAG. For each position i at which a mutation was

called, we define reads(i, N) as the number of reads with nucleotide N ∈ {A,C,G, T} at

position i. We add up to four nodes for each mutated position: each node (i, N) represents

the occurrence of a specific nucleotide at position i, and is only added if reads(i, N) > 1.

We then consider all pairs of nodes (i, Ni) and (j,Nj), where i ̸= j. We define a read

as an (i, j, Ni, Nj)-read if its aligned nucleotide at position i is Ni and its aligned nucleotide

at position j is Nj. We define reads(i, j, Ni, Nj) as the number of (i, j, Ni, Nj)-reads. We

can now define the link weight between two alleles:

link(i, j, Ni, Nj) =
reads(i, j, Ni, Nj)

max(reads(i, Ni), reads(j,Nj))

We also define

spanCount(i, j) =
∑

Ni∈{A,C,G,T}

( ∑
Nj∈{A,C,G,T}

(
reads(i, j, Ni, Nj)

))
,

which is the total number of reads spanning two positions i and j (summing across

all combinations of alleles).

Finally, we connect two nodes (i, Ni) and (j,Nj) by an undirected edge of weight

link(i, j, Ni, Nj) if (i) spanCount(i, j) ≥ minSpan, and (ii) link(i, j, Ni, Nj) > 0. In the

context of the high-coverage MAGs in SheepGut, we set the minSpan parameter to 501;

lower values of this parameter will be required for lower-coverage MAGs, or for lower-

coverage sequencing projects. Visualizations of the distributions of reads(i, j, Ni, Nj) and

link(i, j, Ni, Nj) across the link graphs of the three selected MAGs in SheepGut are shown

in Figure B.18.
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Figure B.18. Histograms showing various phasing statistics for each pair of consecutive
mutated positions (i, j) in the three selected MAGs. Mutated positions were identified by
NaiveFreq at p = 0.5%, and filtered to just positions with a coverage of at least 1,000x.
Two mutated positions i and j are considered as a pair of consecutive mutated positions if
no other mutated positions (using the same criteria of p = 0.5% and minimum coverage
≥ 1,000x) occur in between i and j. (For BACT1 and BACT2, which are represented as
connected components of a single circular sequence in the assembly graph, we consider
the rightmost mutation r and the leftmost mutation ℓ as a pair of consecutive mutated
positions, since reads can “loop around” these two MAGs’ sequences in the alignment.)
The top row shows a histogram of the distance between i and j. The middle row shows
reads(i, j, Ni, Nj): for each pair (i, j), only the most frequent pair of nucleotide positions
(Ni, Nj) is included here. The bottom row shows link(i, j, Ni, Nj), selecting only the
most frequent shared haplotype in the same way as the second row. We note that, if a
pair of consecutive mutated positions (i, j) are not spanned by at least one read, then
reads(i, j, Ni, Nj) = link(i, j, Ni, Nj) = 0 for this pair. (This is the case for all pairs with
distances above 25,000 bp shown in the first row of plots.)
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Visualizing link graphs.

Connected components of the link graph represent groups of mutations that tend

to co-occur. Here we visualize components of two link graphs from the SheepGut dataset,

produced using the set of mutated positions identified by NaiveFreq at p = 0.5% with

coverage of at least minCov = 1,000x.

As expected, the largest few connected components (sorted by number of nodes

per component) in the link graph of BACT1, which contains many rare mutations, are

much larger than the largest components of CAMP and BACT2. Figure B.19 shows the

largest connected component of the link graphs for BACT1 and CAMP. Nodes are colored

according to the gene(s) in which the node’s position is contained. This indicates that the

BACT1 component spans a large region of BACT1 and that the CAMP component spans

a comparatively small region of CAMP. This is a consequence of highly-mutated MAGs

being easier to phase than sparsely mutated ones [138].

Link graphs can be helpful for visualizing what portions of a MAG are possible to

phase, but their general usefulness is limited. strainFlye thus also supports the ability to

generate smoothed haplotypes directly, as discussed in section 3.3.10, “Phasing identified

mutations”. These analyses and visualizations demonstrate the ability of HiFi reads to

span long regions of highly-mutated MAGs, and thus indicate putative haplotypes.

B.18 Haplotypes of the most mutated gene in

CAMP

During the development of strainFlye’s smooth module, we tested our pipeline

against a simple example—the region surrounding the highest-mutation-rate gene in

CAMP (Figure 3.5 (top))—in order to provide a simple benchmark for our ability to

recover strain-level haplotypes from a MAG. We found that using the jumboDBG module

of LJA [8] by itself, or using the jumboDBG and multiplexDBG modules of LJA without
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Figure B.19. Largest components in the link graphs of BACT1 (top) and CAMP
(bottom). Nodes (alleles) are colored by the gene(s) in which their corresponding position
is located. Nodes present in a single gene are colored using the viridis gradient [179]:
darker (lighter) colors correspond to genes closer to the start (end) of the MAG. Positions
present in multiple genes are colored gray, and positions located in intergenic regions are
colored white. Nodes in the BACT1 (CAMP) component span a large (small) region of
BACT1 (CAMP). The smaller CAMP component includes additional labels for each node:
(i) position in the MAG, (ii) nucleotide at this position, (iii) the frequency with which this
nucleotide was observed at this position (reads(i, N)), and (iv) the relative frequency of this
nucleotide at this position. Many of the mutated positions in this component are located
within the gene shown in Figure 3.5 (top). Edges’ thicknesses in the CAMP component’s
visualization are scaled by their link values, so that thicker edges roughly correspond to
higher link values. Interestingly, this component contains two large “clique”-like structures
including many nodes that have high-link edges between each other. These two structures
correspond to the two different haplotypes of CAMP within this gene shown in Figure
3.5 (top), with one haplotype at roughly 16% relative frequency and another haplotype at
roughly 84% relative frequency. We visualized these graphs using Graphviz [54], using the
sfdp [76] layout method.
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any error correction step, resulted in assembly graphs more complex than we expected.

We wanted to investigate methods for simplifying this graph while limiting the removal of

real strain-level variation; here we document these tests.

Analysis of haplotypes of this gene.

We limit our focus only to reads that surround the highest-mutation-rate gene (gene

1217) in CAMP. To do this, we define a region of positions in CAMP that includes the

entirety of gene 1217, as well as 25 kbp before and after this gene. We will only consider

smoothed reads whose corresponding linear alignments to CAMP overlap with this region

(we do not generate any virtual reads for this particular analysis).

We define M as the set of all 34 mutated positions (given p = 10%, based on Figure

3.5 (top)) located in gene 1217 in CAMP. There are 4,054 smoothed reads originating from

linear alignments that span all positions in M without deletions or skips. We extracted

the haplotypes from these smoothed reads at all positions in M . For the purposes of this

Appendix, we now define a haplotype of a smoothed read as a string of 34 characters, such

that the n-th character of this haplotype corresponds to this smoothed read’s nucleotide

at the n-th mutated position in gene 1217.

Figure B.20(a) shows a sequence logo that confirms that these mutated positions

are consistently dominated by a “reference” (∼84% frequency, at 3,430x coverage) and

“alternate” (∼16% frequency, at 600x coverage) haplotype. These two haplotypes are herein

referred to as the “primary” haplotypes of this gene.

There are, however, 14 unique haplotypes present in the smoothed reads which

differ from the primary haplotypes. The first question we had about these “non-primary”

haplotypes was how similar they were to the two primary haplotypes. We computed the

Hamming distance [68] between all unique haplotypes and the “reference” haplotype; a

histogram of these Hamming distances is shown in Figure B.20(b). This histogram clarifies

that all non-primary haplotypes closely resemble the reference or alternate haplotypes.
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Figure B.20. Haplotypes of the 34 mutated positions (p = 10%) located within gene 1217
of CAMP. (a) Sequence logo of these mutated positions’ aligned nucleotides’ frequencies.
Since we created this plot based on the haplotypes represented in the smoothed reads, it
thus only includes the two most common aligned nucleotides at each of these mutations
(as discussed in section 3.5, “Methods”). However, this caveat should not make a large
difference. This logo was visualized using Logomaker [187]. (b) Histogram of Hamming
distances for all of the 16 unique haplotypes spanning gene 1217 in CAMP, relative to the
reference haplotype. Since these haplotypes are 34-character strings, the Hamming distance
of a given haplotype is constrained to within the range [0, 34]. This histogram includes the
reference and alternate haplotypes for illustrative purposes: the reference haplotype (which
has a Hamming distance of 0 to itself) is located in the leftmost bin and colored blue, while
the alternate haplotype (which has the maximum possible Hamming distance of 34, since it
disagrees with the reference haplotype at every mutated position) is located in the rightmost
bin and colored green. This plot shows that most haplotypes’ Hamming distances are
similar to that of either the reference or alternate haplotype, implying that most of these
haplotypes represent small deviations from these two “primary” haplotypes. (c) Histogram
of haplotype coverages for all unique non-primary haplotypes. The two primary haplotypes
are omitted from this histogram due to their relatively large coverages (3,430x and 600x); the
non-primary haplotypes all have coverages of less than 10x, indicating that these haplotypes
may correspond to sequencing errors or extremely rare mutations. For reference, the
highest-coverage (6x) non-primary haplotype, GAGTTAAGACATTAAACGCTTCCGGTCGGTACGG,
has a Hamming distance to the reference haplotype of 33, meaning that this haplotype
disagrees with the alternate haplotype at only one mutated position (the second, at
which it has an A instead of a C). (d) Chart of positional variation for the non-primary
haplotypes. The x-axis corresponds to the 34 mutated positions in gene 1217. For each of
the non-primary haplotypes, we compute two Hamming distances: DR is the Hamming
distance to the reference haplotype, and DA is the Hamming distance to the alternate
haplotype. If DR > DA, we add “+1” for all differing positions relative to the alternate
haplotype; if DR < DA, we add “+1” for all differing positions relative to the reference
haplotype. (DR ̸= DA for all haplotypes, and—as indicated in panel (b)—all but two of
the non-primary haplotypes have DR > DA.) This plot indicates that the distribution of
differing positions is roughly uniform across the non-primary haplotypes.
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To get a sense of how common the non-primary haplotypes are compared to each

other (e.g. “does one of these haplotypes occur frequently?”), we plot a histogram of these

haplotypes’ coverages in Figure B.20(c). This histogram reassures us that all non-primary

haplotypes are extremely uncommon, considering that the total coverage of smoothed

reads spanning all mutated positions in gene 1217 in CAMP is 4,054x.

As we consider whether these non-primary haplotypes represent real or technical

variation, we next investigate whether these non-primary haplotypes consistently vary at

certain mutated positions. The 34 mutated positions from which we have constructed these

haplotypes are all already “hotspots,” but it may turn out that some of these positions

may vary in the same way for many unique haplotypes—this could indicate that these

haplotypes are evolutionarily related to each other. (A more formal way of conducting

this analysis might involve constructing a phylogenetic tree.) As a simple way to check

this, we plot the number of times each of the 34 mutated positions varies from either the

reference or alternate haplotypes in Figure B.20(d).

Figure B.20(d) provides evidence against the idea that these non-primary haplotypes

consistently vary from the reference or alternate haplotypes at the same mutated positions,

since—rather than being biased toward changes at a certain mutated position—the

distribution of differences across each mutated position is roughly uniform (albeit with

many zeroes, since there are only 14 unique non-primary haplotypes and 34 possible

mutated positions).

Taken together, these results thus serve as (imperfect) justification for ignoring

these non-primary haplotypes of gene 1217: in general these haplotypes are low-coverage

(Figure B.20(c)), only differ subtly from the primary haplotypes (Figure B.20(b)), and do

not seem to differ from these primary haplotypes in consistent ways (Figure B.20(d)). For

a first-pass analysis, we thus propose removing low-coverage edges in the graph that likely

arise due to these haplotypes.
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Assembly of haplotypes of this gene.

Based on our analysis of the haplotypes of gene 1217 in CAMP (Figure B.20),

we restructured our use of LJA to include a simple coverage filter applied after running

jumboDBG but before running multiplexDBG. This coverage filter removes edges from the

graph with k-mer coverages below a user-configurable threshold minKmerCov (default

value 10; we note that “k-mer coverage” is not exactly comparable to the conventional

definition of coverage).

Running LJA in this way on the smoothed reads intersecting gene 1217 in CAMP

(using minKmerCov = 10) results in a simple assembly graph containing two isolated

edges. We can determine the haplotype of gene 1217 represented by an edge by aligning

this edge’s sequence to CAMP using minimap2 [106] and then extracting the nucleotides

of this edge that have been matched to all mutated positions. For the sake of brevity, in

the remainder of this Appendix we refer to this process as haplotype extraction.

Using haplotype extraction, we confirmed that one of the edges produced by

LJA with minKmerCov = 10 represents the reference haplotype, while the other edge

represents the alternate haplotype. From our perspective, this is the “ideal” result for

this simple example, and this bodes well for the application of this approach to other,

more complex read-sets (although more thorough testing on different types of communities

would be ideal).

Benchmarking assembly of haplotypes of this gene.

For comparison’s sake, we also ran six other assembly methods in order to determine

which haplotypes of gene 1217 in CAMP were recovered by these methods. We ran metaFlye

(with default parameters), metaFlye (with the --keep-haplotypes flag), jumboDBG (with

k = 5,001), LJA (with no error correction), LJA (with its default “mowerDBG” error

correction), and LJA (with the simple k-mer coverage filter described above, but using

minKmerCov = 1 instead of 10).
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Three of these methods (both metaFlye runs, and LJA with mowerDBG error

correction) produced assemblies containing only one edge. Using haplotype extraction, we

confirmed that each of these lone edges corresponded to the reference haplotype. These

assemblies are thus “over-corrected,” since they do not include the alternate haplotype

(which clearly corresponds to a real alternate strain).

The other three of these methods (jumboDBG, LJA with no error correction,

and LJA with minKmerCov = 1) produced assemblies containing more than two edges.

jumboDBG’s assembly contained 32 edges, while the two LJA runs’ assemblies both

contained five edges. Although all three assemblers recovered the reference and alternate

haplotypes (as determined by haplotype extraction of the assembled edges), the fact that

they recovered other haplotypes is undesirable—since, as discussed earlier, these other

haplotypes likely represent noise. These assemblies are thus “under-corrected” for this

particular example, relative to the run of LJA with minKmerCov = 10.

B.19 Smoothed haplotype assembly graphs

Here we present additional visualizations of the assembly graphs produced by LJA

for MAGs’ smoothed and virtual reads, as described in section 3.3.10, “Phasing identified

mutations”. Figure B.21 shows MetagenomeScope [46] visualizations of the multiplex de

Bruijn graphs for BACT1 and BACT2, analogous to the visualization for CAMP shown in

Figure 3.6 in section 3.3.10, “Phasing identified mutations”.
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Figure B.21. Multiplex de Bruijn graphs produced by LJA for the BACT1 (top) and
BACT2 (bottom) MAGs’ smoothed and virtual reads. The BACT1 graph is surprisingly
simple; this is likely a consequence of many potential smoothed reads being discarded,
as discussed in section 3.5, “Methods”. The BACT2 graph, however, resembles CAMP’s
(Figure 3.6) in that it primarily consists of a series of consecutive “bubble” patterns. We
produced these visualizations using MetagenomeScope [46].
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Matthieu Perrot, and Édouard Duchesnay. Scikit-learn: Machine Learning in Python.
Journal of Machine Learning Research, 12(Oct):2825–2830, 2011.

[148] Pavel Pevzner and Glenn Tesler. Genome rearrangements in mammalian evolution:
lessons from human and mouse genomes. Genome Research, 13(1):37–45, 2003.

[149] Pavel A. Pevzner, Haixu Tang, and Glenn Tesler. De novo repeat classification and
fragment assembly. Genome Research, 14:1786–1796, 2004.

[150] Meg Pirrung, Ryan Kennedy, J. Gregory Caporaso, Jesse Stombaugh, Doug Wen-
del, and Rob Knight. TopiaryExplorer: visualizing large phylogenetic trees with
environmental metadata. Bioinformatics, 27(21):3067–3069, 2011.

[151] Ryan Poplin, Pi-Chuan Chang, David Alexander, Scott Schwartz, Thomas Colthurst,
Alexander Ku, Dan Newburger, Jojo Dijamco, Nam Nguyen, Pegah T. Afshar, Sam S.
Gross, Lizzie Dorfman, Cory Y. McLean, and Mark A. DePristo. A universal SNP
and small-indel variant caller using deep neural networks. Nature Biotechnology,
36(10):983–987, 2018.

[152] Zoe A. Pratte, Marc Besson, Rebecca D. Hollman, and Frank J. Stewart. The Gills
of Reef Fish Support a Distinct Microbiome Influenced by Host-Specific Factors.
Applied and Environmental Microbiology, 84(9):e00063–18, February 2018.

[153] Morgan N. Price, Paramvir S. Dehal, and Adam P. Arkin. FastTree 2–approximately
maximum-likelihood trees for large alignments. PLoS One, 5(3):e9490, 2010.

[154] Christian Quast, Elmar Pruesse, Pelin Yilmaz, Jan Gerken, Timmy Schweer, Pablo
Yarza, Jörg Peplies, and Frank Oliver Glöckner. The SILVA ribosomal RNA gene
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